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Abstract
Der Einsatz Knstlicher Intelligenz (KI) zur Bildgenerierung erffnet einerseits der Kreativitt neue Mglichkeiten, wirft aber andererseits urheberrechtliche Fragen auf.

In dieser Arbeit werden KI-generierte Bilder sowie der ihnen zugrundeliegende Trainingsprozess von Machine Learning-Modellen unter Bercksichtigung urheberrechtlicher Aspekte untersucht. Im Ergebnis zeigt sich, dass Bearbeitungen und Vervielfltigungen geschtzter Werke im Rahmen des Text- und Data-Minings erlaubt sind, sofern dies ausschlielich Trainingszwecken dient. Die Erkenntnisse wurden mittels Literaturrecherche theoretisch erarbeitet und, basierend auf einer berarbeiteten Version Dr. Lisa Kdes Flussdiagramms, in einem Prototyp einer Webanwendung praktisch umgesetzt. Dieser soll einen potenziellen Urheber KI-generierter Bilder ermitteln und Nutzer so bei der Klrung urheberrechtlicher Fragen untersttzen. Die Gestaltung und Funktionalitt des Prototyps wurden in einem User-Test beurteilt, dessen Ergebnisse u. a. Hinweise zur Verbesserung der Benutzerfreundlichkeit lieferten.

Die Ausfhrungen mnden in der Erkenntnis, dass die meisten KI-generierten Bilder den Status eines urheberrechtlich geschtzten Werkes nicht erreichen und daher gemeinfrei bleiben. Dies entspricht auch der konservativen Auffassung westlicher Rechtsvertreter.

Abschlieend wird eine Anpassung der rechtlichen Rahmenbedingungen empfohlen, um Urheber und Unternehmen zu schtzen und Unsicherheiten im Umgang mit KI-Technologie zu klren. Dies knnte den Weg fr eine verantwortungsvolle Nutzung KI-generierter Bilder ebnen und so gleichzeitig Innovationen frdern und Rechte schtzen.
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1Einleitung
Im Oktober 2018 sorgte die Versteigerung des Gemldes Portrait of Edmund Belamy“ fr weltweites Aufsehen. Das Bild wurde fr 435,500 USD im New Yorker Auktionshaus Christie´s versteigert. Von Besonderheit war jedoch nicht der Preis, sondern der Knstler, denn das Bild ist kein Ergebnis menschlicher Gestaltungsprozesse, nur das Resultat komplexer Algorithmen einer Knstlichen Intelligenz.1 Kann aber in diesem Fall noch von einem Kunstwerk gesprochen werden?
Die Frage nach dem Schpfer bzw. Urheber und den Rechten KI-generierter Bilder konnte bislang noch nicht eindeutig beantwortet werden. Immer wieder behaupten kritische Stimmen, dass ihre Werke unerlaubt in den Trainingsdaten verwendeter Bildgeneratoren auftauchen oder sich deren Stil im erzeugten KI-Bild wiederfindet.
Diese Arbeit ergrndet die rechtlichen Anforderungen beim Einsatz bildgenerativer Knstlicher Intelligenz und untersucht, ob de lege lata Immaterialgterrechte, im Besonderen Urheberrechte, an den KI-Erzeugnissen bestehen. Des Weiteren soll geprft werden, welche urheberrechtliche Rolle der Trainingsprozess von KI-Bildgeneratoren einnimmt.
Um den Rahmen dieser Arbeit umfnglich angemessen zu halten, begrenzt sich die Untersuchung auf das Urheberrecht und blickt nach einer Ausfhrung allgemeiner Fakten Knstlicher Intelligenz und des Urheberrechts im Detail auf den Trainingsprozess und die Erzeugnisse bildgenerierender Knstlicher Intelligenz mit deren technischen und urheberrechtlichen Eigenschaften. Ergnzend dazu wird ein Prototyp einer Webanwendung mit dem Programm Adobe XD erstellt, der auf Dr. Lisa Kdes Flussdiagramm zur Ermittlung menschlich gestalterischer Ttigkeit bei der Erstellung KI-generierter Erzeugnisse fut. Das Programm soll Nutzer von Bildgeneratoren bei der Ermittlung des Urhebers ihrer KI-Erzeugnisse untersttzen. Es dient dabei lediglich als Hilfsmittel fr eine erste Einschtzung der KI-Bilder und kann keine individuelle Rechtsberatung ersetzen.
Der Prototyp wird zustzlich einem User-Test unterzogen und auf dessen Funktionalitt und Design geprft. Die praktische Umsetzung wird anschlieend mittels Fragebogen evaluiert.
Abschlieend geben die Bestimmungen des AI-Acts einen kurzen Ausblick auf die urheber-rechtlichen Neuerungen im Umgang mit der KI.
Inwiefern die KI als technisches System Urheberrechte genieen kann, wird in dieser Arbeit nicht untersucht, da dies den Rahmen der Arbeit bersteigt.

Endnotes
1Christies Deutschland GmbH 2018.

2Grundlagen Knstliche Intelligenz

2.1Definitionsversuch
Der Begriff Knstliche Intelligenz“ (KI) leitet sich aus dem Englischen Artificial Intelligence (AI) ab. Experten sehen diese Bezeichnung jedoch kritisch, da die eigentliche Bedeutung der Technologie nicht treffend beschrieben wird. Zahlreiche Definitionsversuche zeigen, dass eine Greifbarmachung der KI uerst komplex ist und unterschiedliche Herangehensweisen oder Wichtungen verschiedene Anstze liefern.1
Eine etwaige Vorstellung des KI-Begriffs ergibt sich aus der Bedeutung der einzelnen Teilbegriffe. Unter knstlich“ versteht man etwas, das nicht natrlichen Ursprungs ist und das durch technische Mittel einem natrlichen Vorbild nachempfunden wird. Somit werden natrliche Vorgnge in einem von Menschen definierten Rahmen nachgeahmt.2 Nach einem gngigen Definitionsansatz soll mit der KI die Intelligenz imitiert werden, die den Menschen befhigt [] in einem angemessenen zeitlichen Rahmen passende generalisierende Schlsse auf der Grundlage begrenzter Daten zu ziehen [].“3
Darber hinaus sehen andere Anstze die KI lediglich als Oberbegriff fr die Teilgebiete Robotik, Computer Vision (Sehvermgen) und die Sprachverarbeitung. In diesen Bereichen wird versucht das menschliche Denk- und Lernvermgen technisch nachzubilden (Maschinelles Lernen).4
Einem einheitlichen Verstndnis des KI-Begriffs in den folgenden Ausfhrungen dient der Definitionsversuch der EU-Kommission, der 2021 im Entwurf des Europischen KI-Gesetzes (AI-Act) festgehalten wurde. Darin wird das System der knstlichen Intelligenz (KI-System) als eine Software beschrieben, die im Hinblick auf eine Reihe von Zielen, die vom Menschen festgelegt werden, Ergebnisse wie Inhalte, Vorhersagen, Empfehlungen oder Entscheidungen hervorbringen kann [].“5 Die KI-Systeme beeinflussen und interagieren mit der Umwelt und wurden mit beispielsweise dem Konzept des Maschinellen Lernens, logik- und wissensgesttzt oder mit statistischen Anstzen entwickelt.6

2.2Historische Entwicklung
Intelligente Maschinen sind keine Erfindung des 21.Jahrhunderts. Bereits in der Antike versuchten die Gelehrten der Frage auf den Grund zu gehen, ob die menschliche Intelligenz auf Maschinen bertragbar ist. Die erste wissenschaftliche Auseinandersetzung mit dieser Thematik liegt in den 1950er Jahren, in denen Alan Turing die Intelligent Machinery und den Turing-Test7 erfand. Aufschwung erfuhr der Begriff der Artificial Intelligence (AI) erst sechs Jahre spter im Zuge des Dartmouth Workshops von John McCarthy und Marvin Minsky. Dem folgten im Jahr 1957 die Entwicklung des ersten einfachen neuronalen Netzes und Frank Rosenblatts Perzeptron“. Zwlf Jahre spter entwickelte Edward Feigenbaum das erste Expertensystem DENDRAL“. Da das Perzeptron jedoch nicht zur komplexen Problemlsung im Stande war, stand die KI-Forschung ab 1969 fast still.

Mit der Grndung des Konnektionismus8 1986 hatte die Zeit des sog. KI-Winters“ ein Ende. Doch erst ab 2015 wurden die Knstlichen Neuronalen Netze komplex genug, um tatschlich von einer Knstlichen Intelligenz“ sprechen zu knnen. Seit dem haben KIs gegen Menschen im Jeopardy! Quiz, Schach und Poker gewonnen, knnen Aufgaben auf Zuruf ausfhren oder auch selbststndig Friseurtermine am Telefon vereinbaren. Inzwischen haben KIs in fast jeder Branche Einzug gehalten und werden schneller als je zuvor weiterentwickelt.9
Folgende Ausfhrungen sollen einen berblick ber die Teilbereiche der KI geben. Es soll untersucht werden, inwieweit KI-Erzeugnisse dem Menschen noch zuordenbar sind und wie autonom die KI zum aktuellen Zeitpunkt ist. Zudem verlangt die weitere urheberrechtliche Betrachtung ein technisches Vorverstndnis.

2.3Arten
Grundstzlich knnen zwischen drei verschiedenen Arten der KI unterschieden werden, die sich in ihrem Grad an Intelligenz und Autonomie voneinander abgrenzen:10
	 ·
Schwache KI (Artificial Narrow Intelligence/weak AI)

	 ·
Starke KI (Artificial General Intelligence)

	 ·
Superintelligenz



2.3.1Schwache KI
Schwache KI (Artificial Narrow Intelligence/weak AI) hat meist nur begrenzte Fhigkeiten. Da sie fr spezifische Aufgaben trainiert wurde, besitzt sie keine allgemeine Intelligenz und kann daher nicht auf neue unvorhergesehene Probleme reagieren.11 Anwendung findet sie insbesondere bei sensorischen Fhigkeiten, wie beispielsweise der Objekterkennung in Bildern, der Audiosignal-bertragung oder auch der Textbersetzung. Sie deckt demnach Teilaspekte der menschlichen Intelligenz ab, die sie erreichen oder sogar bertreffen kann. Alle bisher existierenden Systeme gehren zur schwachen KI.12

2.3.2Starke KI
Starke KI (Artificial General Intelligence) besitzt eine allgemeine Intelligenz und kann im Gegensatz zur schwachen KI auch komplexe Probleme lsen, die nicht an eine spezifische Aufgabe gebunden sind. Die Vorgehensweise gleicht dabei dem menschlichen Denken und bertrifft dieses sogar. Die starke KI kann zudem selbstbestimmt handeln.13 Eine allgemeine Intelligenz ist aktuell noch nicht umgesetzt, jedoch im Zuge der fortschreitenden technischen Entwicklung und der Selbstlernfhigkeit in Zukunft nicht abwegig.14

2.3.3Superintelligenz
Eine Weiterentwicklung der Selbstlernfhigkeit starker Intelligenz steigert deren Problemlsungs-fhigkeit. Erreicht die KI die kognitiven Fhigkeiten des Menschen oder berholt dessen Lerngeschwindigkeit sogar, nennt man dies Intelligenzexplosion. Folge knnte die Entstehung einer Superintelligenz sein. Diese ist in der Lage, dem Menschen noch verborgene Lsungsanstze aufzuzeigen, da sie die menschliche Auffassungsgabe bersteigt. Glaubt man den Expertenein-schtzungen, ist eine derartige Entwicklung bis 2045 denkbar.15

2.4Einsatzbereiche
Die Einsatzbereiche von Knstlicher Intelligenz sind vielfltig und fallen im Wesentlichen in eine der folgenden Kategorien:
•Natural Language Processing (NLP)
•Natural Image Processing (NIP)
•Expertensysteme
•Maschinelles Planen und Handeln

2.4.1Natural Language Processing
Das Einsatzfeld Natural Language Processing (NLP) ist dank Textgeneratoren wie ChatGPT oder Bing einer der bekanntesten KI-Bereiche. NLP ermglicht der Technologie eine Analyse und Verarbeitung natrlicher Sprache hinsichtlich ihrer Grammatik und Syntax. Die Textgeneratoren sind somit in der Lage, eigene fr den Menschen verstndliche Texte und Sprachausgaben zu erzeugen. Dazu mssen die Texteingaben in maschinenlesbare Form und anschlieend wieder zurckbersetzt werden.16

Auch im Alltag findet sich das NLP z. B. in Form von Diktierfunktionen (Speech-to-Text), Sprach-assistenten (Speech-to-Speech), Vorlese-Funktionen (Text-to-Speech) oder bersetzungsprogramme (Text-to-Text) wieder.17

2.4.2Natural Image Processing
Im Gegensatz zum NLP verarbeitet das Natural Image Processing (NIP) Bilder. hnlich wie die Ablufe des NLP werden nach der Bildeingabe die Daten in eine maschinenlesbare Form umgewandelt, deren Bedeutung erfasst und anschlieend eine Handlungsentscheidung getroffen wird. Das NIP findet in einer Vielzahl unterschiedlichster Bereiche Anwendung. Diese reichen von der berwachung von Objekten und Personen, ber die biomedizinische Bildanalyse bis hin zur Kunst- und Kreativbranche. In der ffentlichkeit erlangten Anwendungen wie Midjourney oder Dall-E hohen Bekanntheitsgrad. Diese ermglichen die Generierung und Vernderung von Bildern durch die Eingabe von Textinformationen, sog. Prompts.18

2.4.3Expertensysteme
Expertensysteme sind [] Programme, mit denen das Spezialwissen und die Schluss-folgerungsfhigkeit qualifizierter Fachleute auf eng begrenzten Aufgabengebieten nachgebildet werden soll.“19 Sie sind demnach Computersysteme, die das hochspezialisierte Wissen von Fachleuten imitieren und Handlungsempfehlungen geben sollen. Dafr muss das Expertensystem zunchst eine Wissensbasis aufbauen, die Fakten und Regeln enthlt. Diese muss fr jedes System neu erstellt werden. Eine Interpretation der Wissensbasis erfolgt mithilfe einer unabhngigen komplexen Problemlsungssoftware, einer so genannten Inferenzmaschine. ber eine Dialog-komponente knnen die Anwender mit dem System kommunizieren und Handlungsempfehlungen erhalten, die das System auch begrnden kann. Grenzen erfahren diese Systeme bei Wissens-abfragen, die ber ihr Expertenwissen hinausgehen.20 Die Einsatzgebiete von Expertensystemen sind beispielsweise in der medizinischen Diagnostik, in der Finanzberatung, der Umweltbeobachtung und bei der Lsung von technischen Problemen zu finden. Sie knnen ebenfalls fr die Entscheidungs-simulation verwendet werden.21

2.4.4Maschinelles Planen und Handeln
Das maschinelle Planen und Handeln befasst sich mit den Forschungsfeldern Robotik und autonome Systeme. Ein Roboter ist ein elektronisches oder mechatronisches Gert, das programmiert wurde, um automatisiert bestimmte Aufgaben auszufhren.“22 Die KI ist dabei nur ein Teil von einer Vielzahl an Techniken, die mit dem Ziel zusammengefhrt werden, einen funktionsfhigen Roboter zu konstruieren, der an die Realweltsituation gekoppelt ist und mit der Umwelt interagieren kann. Relevant sind autonome Systeme und Robotik beispielsweise beim Anwendungsfall des autonomen Fahrens.23

2.5Elemente der KI
Hinter der KI verbirgt sich ein komplexes technisches Konstrukt, bestehend aus Knstlichen Neuronalen Netzen (KNN) sowie Maschinellem Lernen und Deep Learning. Das Zusammenspiel dieser Elemente bringt tuschend echte Erzeugnisse hervor, die auf statistischen Berechnungen beruhen. Eine tiefgreifende mathematische Herleitung ist fr das weitere Verstndnis der Arbeit nicht erforderlich.

[image: ]

Abbildung 1: Elemente der Knstlichen Intelligenz (Dahm und Zehnder 2023, S.5.)



2.5.1Knstliche Neuronale Netze
Das menschliche Gehirn bildet ein System von Nervenzellen, die ber Synapsen zur Kommunikation miteinander vernetzt sind. Auf der Vorstellung, die menschliche Intelligenz zu imitieren, beruht auch die KI-Technologie, die sich an der Gehirnstruktur orientiert. Knstliche Neuronale Netze versuchen genau dies anhand von Algorithmen zu simulieren. Sie gelten als Grundlage fr die KI.24
Wie ihr natrliches Vorbild, knnen auch KNN Informationen ber mehrere Verbindungen zeitgleich verarbeiten. Sie sind somit in der Lage, auch komplexe Abhngigkeiten abzubilden und diese auf Basis von Trainingsdaten zu erlernen. Das Erlernte wird eigenstndig optimiert und mit neuen Verknpfungen angereichert. Man spricht daher auch von Maschinellem Lernen (ML).25
Mglich wird dies durch den netzartigen Aufbau knstlicher Neuronen. Sind diese Netzstrukturen des KNNs besonders tief, dann heit dies Deep Learning. KNN bestehen analog zum menschlichen Nervensystem aus Knoten (Neuronen). Kanten (Synapsen) verbinden mehrere Knoten miteinander und ermglichen somit einen Informationsaustausch. Umso strker diese Verbindung ist, desto grer ist der Einfluss auf den jeweils anderen Knoten. Jeder Knoten kann dabei mehr als einen Vorgnger besitzen. Die Informationen von anderen Neuronen oder von auen werden von den Knoten aufgenommen, anschlieend modifiziert und letztlich als Ergebnis ausgegeben. Dies erfolgt in drei Schichten des KNN, denen je ein spezifischer Knoten-Typ (Unit) zugeordnet werden kann. In der Eingabeschicht (Input Layer) erhalten Input-Units die Eingangsdaten und fhren sie gewichtet an die nchste Schicht weiter, wie z. B. die Pixel bei einem Algorithmus fr die Bilderkennung. Die verborgene Schicht (Hidden Layer) bildet die innere Schicht des KNNs. Anders als bei der Eingabeschicht knnen hier viele Ebenen an Hidden-Units hintereinander angeordnet sein. Die empfangenen Informationen werden erneut gewichtet und von Knoten zu Knoten an die Ausgabeschicht weitergeleitet. Da die Wichtung (Weights) und Verzerrungsparameter (Biases) [] tausender, ber zahlreiche Schichten miteinander verbundener, vereinfachter knstlicher neuronaler Netze [von den KNN selbst vorgenommen wird,] ist die algorithmische Logik der Entscheidungs-findung im Detail nicht nachvollziehbar [].“26 Da selbst die Entwickler des KNNs die genauen Ablufe nicht erkennen knnen, wird dieser Umstand als Black Box bezeichnet. In der letzten Schicht, der Ausgabeschicht (Output Layer), enthalten die Output-Units die finalen Entscheidungen und sind Informationstrger. Sie knnen beispielsweise in Form einer Wahrscheinlichkeitsverteilung aus-gegeben werden.27
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Abbildung 2: Architektur Knstlicher Neuronaler Netze (KNN) und Black Box (Quelle: Graf Ballestrem et al.2020, S.16.)



2.5.2Maschinelles Lernen
2.5.2.1Big Data
Neben den KNN gehrt auch das Maschinelle Lernen zu den wichtigsten Elementen zur Erstellung von KI. Voraussetzung dafr ist das Vorhandensein groer Datenmengen, sog. Big Data, mit dem das KI-System trainiert wird. Big Data wird durch die Begriffe volume, velocity, variety und veracity charakterisiert. Dabei bezeichnet volume das Vorliegen einer groen Datenmenge, deren Umfang sich im Tera- bis Zettabytebereich befindet. Die Datentypen und -quellen sind heterogen (variety) und umfassen strukturierte, semi-strukturierte und unstrukturierte Multimedia-Daten z. B. Text-, Grafik-, Bilder-, Audio- und Video-Daten. Die hohe Geschwindigkeit (velocity) der Datenentstehung macht eine Datenverarbeitung in Echtzeit notwendig.28 Veracity steht fr die Qualittssicherstellung und Vertrauenswrdigkeit, durch die eine Verzerrung der analysierten Daten vermieden werden soll.29
2.5.2.2Definition Maschinelles Lernen
Beim Maschinellen Lernen knnen auf Basis von groen Datenmengen (Big Data) selbstlernende Algorithmen Muster und Gesetzmigkeiten erkennen. Dabei lernen sie anhand von Beispielen, eigenstndige Lsungen fr bisher unbekannte Probleme zu finden. Es werden [] Datenmodelle erzeugt, die zuknftige Szenarien auf Grundlage der vorhandenen Datenbasis prognostizieren knnen (sog. Predictive Analytics) [].“30 Das bedeutet, dass sie die Muster in Datenstzen erkennen und auf andere Datenstze anwenden knnen, um ihre Vorhersagen zu treffen. Dies unterscheidet das ML vom Data Mining, bei dem der Fokus auf der Musteridentifikation in einem bereits vorhandenen Datenbestand liegt. Jedoch erfordert das ML zumeist eine vorgelagerte statistische Analyse und Aufbereitung der Daten.31
2.5.2.3Verfahren
2.5.2.3.1Supervised Learning
Fr die maschinelle Verarbeitung der Daten kommen beim ML drei Verfahren in Betracht:
	 ·
Supervised Learning (berwachtes Lernen)

	 ·
Unsupervised Learning (unberwachtes Lernen)

	 ·
Reinforcement Learning (verstrkendes Lernen)


Das berwachte Lernen hnelt dem menschlichen Lernprozess. Auch bei dieser Form des ML muss die KI mittels Algorithmen und Modellen trainiert werden, damit sie aus einem Datenset Schlussfolgerungen ziehen kann. Datenwissenschaftler berwachen dabei den Lernprozess. Ziel dabei ist die Offenlegung der Beziehungen und Muster zwischen Input- und Output-Daten und das sichere Erkennen des Algorithmus. Dafr werden die Algorithmen mit gelabelten Daten vortrainiert. Somit sind sowohl Input als auch Output bereits im Vorfeld bekannt. Nach dem Trainingsvorgang wird dessen Erfolg mit Hilfe eines Testdatensatzes ohne Kennzeichnung der Daten zur Evaluation des Modells berprft.32 In dieser Testphase entscheidet das Modell eigenstndig, welcher Output der richtige ist und vergleicht das Ergebnis mit den Output-Vorgaben der Entwickler. Die gemessenen Differenzen und Vorhersagen werden anschlieend fr die Optimierung der nchsten Lernphase genutzt. Ziel ist ein mglichst passgenauer Output bei unbekanntem Input.33
Das Supervised Learning eignet sich in der Praxis insbesondere fr Klassifikationen und Regressionsanalysen. Bei Klassifikationen ist ein diskretes, abzhlbares Ergebnis zu erwarten. Fhrt man dem System beispielsweise ein Bild von einem Apfel und einem Baum zu, kann es die Elemente unterscheiden und die Klassen Apfel“ und Baum“ ausgeben, wenn es im Trainingsprozess gelernt hat, diese zu erkennen. Anders verhlt es sich mit der Regressionsanalyse, bei der lediglich ein reeller Wert ausgegeben wird. Das System versucht, eine Frage, die die Angabe eines Wertes erwartet, durch Annherung an im Training Gelerntes zu beantworten.“34
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Abbildung 3: Supervised Learning (Quelle: Eigene Darstellung.)


2.5.2.3.2Unsupervised Learning
Das Unsupervised Learning funktioniert ohne menschliches Eingreifen. Das unberwachte Lernen ist eine Form des ML, bei dem der Algorithmus selbstndig Muster und Zusammenhnge in Daten erkennen kann. Anders als beim Supervised Learning ist der Input nicht gelabelt und der Output im Vorfeld nicht bekannt. Das hat den Vorteil, dass die Akquise unbeschrifteter Daten einfacher ist, whrend beim berwachten Lernen die Daten im Vorhinein aufwendig manuell beschriftet werden mssen. Der Algorithmus muss bei der Auswertung der Daten eigenhndig neue Kategorien finden. Aktuelle Daten knnen in Echtzeit genutzt werden. Sie werden komprimiert oder in Clustern kategorisiert.35 Bei den Komprimierverfahren werden die unwichtigsten Datenkomponenten zur Verkleinerung der Dateien herausgefiltert.36
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Abbildung 4: Unsupervised Learning (Quelle: Eigene Darstellung.)


2.5.2.3.3Reinforcement Learning
Anders als beim Supervised und Unsupervised Learning, kommt das verstrkende Lernen ohne Trainingsdaten aus. Ziel ist eine selbststndige Entwicklung einer Problemlsungsstrategie, die iterativ durch Versuch und Irrtum optimiert wird. Dafr erhlt das System bzw. der Agent eine Belohnung fr gute Entscheidungen (Aktionen) und eine Bestrafung fr schlechte (Trial-and-Error-Prozess). Das System gibt der Umwelt qualitative (besser oder schlechter) oder binre (richtig oder falsch) Rckmeldungen.37 Im Sinne des verstrkenden Lernens soll die Belohnung erhht werden, indem ein Konflikt hervorgerufen wird, bei dem das System [] zwischen der Nutzung der bereits erworbenen Erfahrung und dem Testen neuer Strategien, um die Belohnung zu maximieren, entscheiden muss [].“38 Dadurch lernt die KI, bessere Entscheidungen zu treffen. Das Lernprinzip gleicht dem Training eines Hundes, der ein neues Kommando lernen soll. Dieser wird mit Futter belohnt und mit Vorenthaltung bestraft, solange bis er die Ausfhrung beherrscht (siehe Abb.5).

[image: ]

Abbildung 5: Reinforcement Learning (Quelle: Eigene Darstellung.)



2.5.3Deep Learning
Das Deep Learning ist die komplexeste Form des Maschinellen Lernens. Auch das Deep Learning hat eine Simulation und Erweiterung der Funktionsweise des menschlichen Gehirns zum Ziel. Es ist in der Lage, groe Datenmengen (Big Data) mittels tief verwobener Knstlicher Neuronaler Netze mit einer Vielzahl an (Hidden-)Layern zu analysieren und komplexe Muster zu erkennen. Anhand dieser Muster knnen Vorhersagen, z. B. in der Sprach-, Text- und Bilderkennung, getroffen werden. Die Verwendung von Deep Learning steigert die Vorhersagegte der KI und reduziert die Notwendigkeit menschlichen Eingreifens.39
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3Bildgenerierung mit KI

3.1Definition Bild
Bevor der Blick auf die Generierung von Bildern mittels Knstlicher Intelligenz gerichtet wird, soll zunchst der Bild-Begriff im ursprnglichen Sinne, als Grundlage fr weitere Ausfhrungen, definiert werden. Anders als im Englischen existiert fr den Begriff Bild im Deutschen keine trennscharfe Unterscheidung zwischen immateriellen (im engl. image) und materiellen (im engl. picture) Bildern.1 Fr eine urheberrechtliche Betrachtung von KI-generierten Bildern hat die Auseinandersetzung mit nicht materiellen Bildern, wie z. B. sprachlichen, geistigen, perzeptuellen oder optischen Bildern, keine Relevanz. Ausschlaggebend fr weitere Ausfhrungen sind daher die materiellen Bilder, wie z. B. Gemlde, Fotografien, Illustrationen und Zeichnungen. Ihr Hauptmerkmal ist ihre uere Form, da sie immer an ein Trgermedium gebunden sein mssen, um fr den Betrachter wahrnehmbar zu sein. Fr die Begrifflichkeit Bild spielt somit weder die sthetische noch die knstlerische Qualitt eine Rolle. Da sich Bilder lediglich in einer materialisierten Form ausdrcken mssen,2 ist irrelevant, ob sie durch einen menschlichen Schpfer oder eine Maschine erstellt wurden.3

3.2 Bedeutung KI-generierter Bilder
KI-generierte Bilder bezeichnen Bilder, die mit einer Knstlichen Intelligenz erzeugt wurden. In der Vergangenheit wuchs die Bedeutung derartiger Erzeugnisse in verschiedenen Anwendungs-bereichen. Immer mehr Knstler bedienen sich einer Vielzahl neuer Mglichkeiten durch die Verwendung von KI. In der Werbung werden Produkte oder Dienstleistungen dank der besonders realistischen und wirkungsvolleren Bilder gezielter beworben. Auch die Medizin nutzt sie, um schneller Diagnosen zu erstellen und neue Behandlungsmglichkeiten zu erforschen. Doch auch das Zugnglichmachen entsprechender KI-Tools fr die ffentlichkeit sorgte fr ein steigerndes Bewusstsein fr das Thema Bildgenerierung. Grundlage fr die besonders realistisch anmutenden Bilder ist die Fhigkeit der KI-Algorithmen, Muster und Merkmale in Bildern zu erkennen und diese zu imitieren.4
Doch birgt insbesondere die Verbreitung solcher Bilder auch Gefahren. Ein Missbrauch der Technologie durch Manipulationen, sog. Deepfakes, kann zu erheblichen Bedrohungen, wie die berwindung biometrischer Systeme, Phishing-Angriffen, Desinformationskampagnen und Verleumdungen, fhren.5
Diese Beispiele zeigen die besondere gesellschaftliche Relevanz der Bildgenerierung mit KI und die Notwendigkeit einer genaueren technischen Auseinandersetzung zur Beantwortung urheber-rechtlicher Fragen.

3.3Optische Eigenschaften KI-generierter Bilder
KI-generierte Bilder (siehe Abb.7) sind zuweilen nur schwer von realen Bildern (siehe Abb.6) zu unterscheiden. Die hufig sehr realistisch anmutenden Erzeugnisse bestechen durch satte, leuchtende Farben und einer starken Farbintensitt. Sie besitzen meist einen sehr hohen Kontrast-umfang und eine Schrfe, die durch die groe Pixelanzahl hervorgerufen wird. Dies sorgt hufig fr eine unnatrliche Bildwirkung. Betroffen sind ebenso das Schattenspiel und die meist unregelmige und unrealistische Belichtung. Grund dafr ist der zugrundeliegende Algorithmus, der das Bild nur durch Berechnungen erstellt und kein reales Motiv als Vorlage hat. KI-generierte Abbilder von Menschen lassen sich meist durch falsche Krperproportionen und unsymmetrische Gliedmaen identifizieren. Gesichter wirken hingegen perfekt symmetrisch und besonders glatt. Probleme hat die KI auch mit Beschriftungen allgemein, der Erkennung von Zahlen sowie der korrekten Darstellung von Architektur und Perspektiven.6
Die folgenden zwei Bilder verdeutlichen den Unterschied zwischen einer Fotografie und einem KI-generierten Bild. Whrend das Foto (siehe Abb.6) z. B. durch Lichtpunkte, Schattenwurf und das unsymmetrische Katzengesicht besonders natrlich anmutet, wirkt das KI-generierte Katzenbild (siehe Abb.7) vergleichsweise zu perfekt und scharf.
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Abbildung 6: Foto Katze“Abbildung 7: KI-generiertes Bild Katze“ (Quelle: (Quelle: Eigene Darstellung.)Adobe Firefly; Prompt: Katze sitzend; auf Steinboden; blickt nach oben; frontal; dunkles schwarz-braun-blondes Fell, gescheckert; rechtes Auge von hellem Fell umgeben; kurzes Fell; im Hintergrund hellgrnes Bltterwerk; Laubbaum und Gebsch; Bltter sind hell durch die Sonne; angedeuteter Gartenzaun, schemenhaft ein Haus im Hintergrund; durch die Bltter ist etwas blauer Himmel zu erkennen.)



3.4Bildgenerierung

3.4.1KI-Bildgeneratoren
Ein KI-Bildgenerator ist eine Software oder ein online abrufbares Tool, das Knstliche Intelligenz zur Erstellung von Bildern verwendet. Der Nutzer muss dabei die dem Prozess zugrundeliegende KI-Technologie nicht verstehen oder anderes technisches Vorwissen besitzen. So sind auch Personen ohne spezifisches Fachwissen in Grafikdesign oder Bildbearbeitung in der Lage, hochwertige Bilder zu erstellen. Nach Angabe von Parametern, einer groben Idee oder einer Beschreibung generiert die KI ein entsprechendes Bild. Werden mehrere Bilder ausgegeben, kann der Nutzer eine Auswahl treffen. KI-Erzeugnisse wie Fotos, Grafiken oder Zeichnungen sind mittlerweile von hoher Qualitt, die jedoch auch von dem verwendeten Tool abhngig ist. Inzwischen befinden sich ber 100 verschiedene KI-Bildgeneratoren auf dem Markt, die sich in ihrer Nutzungsart hneln, aber einen unterschiedlichen Funktionsumfang oder verschiedene Schwerpunkte bzw. Besonderheiten auf-weisen. Sie unterscheiden sich auerdem in dem zugrundeliegenden KI-Modell und bewegen sich in verschiedenen Preisklassen. Die folgende bersicht vergleicht zehn ausgewhlte Bildgeneratoren hinsichtlich Bildqualitt, Bilderstellungszeit, KI-Modell und Preismodell.7


Tabelle 1: bersicht KI-Bildgeneratoren (Quelle: Hillebrandt 2024.)

	
KI-Bildgenerator
	
Bildqualitt
	
Zeit pro Bild
	
KI-Modell
	
Preis (pro Monat)
	
Kostenlose Testversion

	
Midjourney
	
sehr hoch
	
10  20s
	
Midjourney, Niji
	
Ab 8$
	
-

	
Artsmart.ai
	
hoch bis sehr hoch
	
5s
	
Stable Diffusion
	
Ab 19$
	
50 Bilder

	
Leonardo.ai
	
hoch bis sehr hoch
	
10s
	
Stable Diffusion
	
Ab 10$
	
150 Bilder/Monat

	
DreamStudio
	
hoch bis sehr hoch
	
6  7s
	
Stable Diffusion
	
10$ / 1000 Credits
	
25 Credits/125 Bilder

	
Dall-E 3
	
hoch
	
20s
	
DALL-E3
	
20$
	
400 Bilder/Monat

	
Ideogram
	
hoch
	
10s
	
Ideogram v0.1/v0.2
	
Ab 7$
	
100 Bilder/Tag

	
Adobe Firefly
	
hoch
	
20s
	
Firefly Image Model
	
Ab 5,49€
	
25 Credits/Monat

	
Dall-E2
	
mittel
	
11  13s
	
Dall-E2
	
15$/ 115 Credits
	
15 Bilder/Monat

	
Canva
	
niedrig bis mittel
	
10s
	
Stable Diffusion
	
Ab 9,17€
	
mglich

	
Mindverse
	
niedrig
	
30s
	
Stable Diffusion
	
Ab 33€
	
7 Bilder




3.4.2Prompting
Fr die Erstellung KI-generierter Bilder bedarf es grundstzlich zwei Voraussetzungen. Zum einen bentigt man ein entsprechendes KI-Tool und zum anderen sog. Prompts, die durch den Prompter eingegeben werden. Der Prompter nutzt die KI, um die eigenen Ideen in Form eines Bildes darzustellen. Dies gelingt ihm, indem er seine Vorstellungen in einem kurzen Text formuliert (Text-to-Image) und somit z. B. das Motiv, die Thematik, die Farbpalette, den Stil, Genre oder Techniken vorgibt (siehe Abb.8).8 Diese Befehle (Prompts) knnen bei einigen Modellen der KI auch in Bildform (Image-to-Image) oder als Kombination aus Bild und Text vorgegeben werden. Dies ist beispielsweise durch die Eingabe von URLs mglich, die auf die entsprechenden Bilder verweisen, mit denen die KI arbeiten soll. Daraufhin generiert die KI Bilder, die Gemeinsamkeiten mit dem Eingabebild oder den Eingabebildern besitzen. KI-Erzeugnisse mssen demnach nicht vollstndig neu geschaffen werden, sondern knnen auch Abwandlungen des hochgeladenen Bildes sein. Die Variationen unterscheiden sich beispielsweise im Stil oder Farbschema bei gleichbleibendem Motiv.9
Beispiel Prompt:
Veranda; in der Toskana; Morgenrte; Steinhaus; Akazien im Hintergrund; rosa Blumen; Holzbank an der Wand“

[image: ]

Abbildung 8: KI-generiertes Bild Toskana“ (Quelle: Adobe Firefly.)



3.5Technischer Hintergrund

3.5.1Maschineller Lernprozess
Damit der Nutzer des Bildgenerators den gewnschten Output erhlt, muss die KI im Vorfeld trainiert werden. Die generativen Modelle bzw. Algorithmen, mit denen die Bilder erstellt werden, basieren auf Maschinellem Lernen. Fr den Lernprozess ist eine Trainingsphase ausschlaggebend, die dem Modell implizite Regeln vermittelt. Wurde das System einmal trainiert, kann es die Regeln anwenden und eine Vielzahl verschiedener Bilder ausgeben.10 In der Trainingsphase werden die KI-Modelle mit groen Datenmengen (Big Data), bestehend aus Bild-Text-Paaren, trainiert. Diese Datenstze setzen sich insbesondere aus Bildern und Bildbeschreibungen zusammen, die ffentlich im Internet verfgbar sind und durch sog. Web-Scraping heruntergeladen werden.11 Web-Scraping bezeichnet das systematische, automatisierte Extrahieren von Internetinhalten [].“12
Der Prozess des Maschinellen Lernens lsst sich in vier Phasen unterteilen:
	 1.
Sammlung und Organisation der Daten

	 2.
Einlesen, Aufbereiten, Normalisieren der Daten

	 3.
Training des Modells

	 4.
Einsatz und/oder Bereitstellung des fertigen Modells


In der ersten Phase werden die Daten durch Web-Scraping gesammelt und vorbergehend in Ordnern gespeichert oder als einzelne Datei erfasst. Nach einer Analyse der Bilder und Extraktion derer visuellen Merkmale knnen die Bilder klassifiziert und gelabelt werden. Der Web-Scraler kann auch zustzliche Metadaten sammeln, die bei der weiteren Beschreibung und Einteilung helfen.13 Diese Daten knnen anschlieend in einem anderen Programm aufbereitet und angepasst oder direkt in das den Trainingsprozess ausfhrende Programm eingelesen werden.14 Fr den Trainings-prozess der KNN in der Bildgenerierung muss eine bersetzung der Bilddaten in sog. Tensoren erfolgen, um sie in eine maschinenlesbare Form zu bringen. Bilddateien bestehen aus Pixeln, denen je drei Farbwerte (Rot, Grn, Blau) zugeordnet werden. In einem Tensor erhalten die drei Farbwerte jeweils eine Ebene, die bereinandergelegt Vektoren bilden. Bei einem Bild, das 8 mal 8 Pixel gro ist, wrde somit ein Tensor der Form [8;8;3] entstehen. Ein Pixel htte dabei z. B. den Farbwert [255;242;0] (RGB). Der Algorithmus liest die Farbwerte aus und verwendet sie fr den Trainingsprozess. Anhand der ausgelesenen Farbwerte ist es mglich, das Ausgangsbild wieder-herzustellen (siehe Abb.9).15
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Abbildung 9: Umwandlung 8x8 px Ausgangsbild in Tensor mit RGB-Vektoren [255;242;0] (Quelle: Eigene Darstellung.)


Nach dem Einlesen und Aufbereiten der Bilddaten startet der eigentliche Trainingsprozess, dessen Details jedoch vom gewhlten ML-Modell abhngig sind. Bei KNN wird der erzeugte Tensor von den Input-Knoten eingelesen. Die individuellen berechneten bzw. gewichteten Ergebnisse der Input-Schicht werden an die nchste Schicht vollstndig oder partiell weitergeleitet. Die Output-Schicht enthlt das finale Ergebnis des Durchlaufs. Handelt es sich bei dem Training des Modells um berwachtes Lernen, erhlt jeder Knoten der Ausgabeschicht ein Label, das dem Label der zugehrigen eingelesenen Daten entsprechen soll. Bei Abweichungen werden die Werte im KNN durch den Lernalgorithmus angepasst.16 Diese Optimierung wird so lange wiederholt, bis [] eine gewisse Fehlerquote unterschritten wird oder eine zuvor definierte maximale Anzahl Trainings-vorgnge durchgefhrt wurde.“17
3.5.1.1Unteranpassung
Beim Training der KNN kann es zu Problemen kommen, die sich auf die Genauigkeit der Ergebnisse auswirken. So ist bei einer Unteranpassung (Underfitting) des Modells mit einer sehr niedrigen und bei der beranpassung (Overfitting) mit einer zu hohen Genauigkeit zu rechnen.
Bei der Unteranpassung ist das Modell nicht fhig, die Trainingsdaten zu adaptieren und komplexe Zusammenhnge zwischen den Trainingsdaten zu erkennen. Fehlerursachen knnen z. B. die unzureichende Komplexitt des Modells, zu wenig Schichten, eine zu kurze Trainingszeit oder zu groe Schrittweiten beim Optimieren sein.18
3.5.1.2beranpassung
Die beranpassung hingegen bewirkt, dass [] die Genauigkeit auf den Trainingsdaten viel hher als auf den Validations- oder Testdaten [ist].“19 Auch ist es mglich, dass das Modell zu komplex ist und zu viele Parameter besitzt, sodass die Genauigkeit der Validationsdaten abnimmt, whrend die der Trainingsdaten ansteigt. Der Lernprozess ist dann nur noch unzureichend.20
Das optimale Verhalten des Modells befindet sich zwischen der Unter- und beranpassung. Dies kann durch folgende Vorgehensweisen bewirkt werden:21
	 ·
Bestrafung zu hoher Parameterwerte

	 ·
frher Optimierungsabbruch

	 ·
Dropout (einzelne zufllige Parameter auf 0 gesetzt, Nutzung mehrerer Verbindungen zur Sicherstellung der Genauigkeit)

	 ·
Batch-Normalisierung (beschrnkte Variationsbreite der Werte, Vermeidung extremer Werte)

	 ·
Reduktion der Parameter (z. B. weniger Schichten)



3.5.2ML-Modelle
3.5.2.1Diskriminative und generative ML-Modelle
Generative ML-Modelle erzeugen einen Output z. B. in Form von Bildern, Texten oder Musik. Das hebt sie von anderen Modellen wie KNN oder Random-Forest-Modellen bzw. Entscheidungsbumen ab, die lediglich Daten analysieren und Wahrscheinlichkeiten ausgeben.22 Auch diskriminative ML-Modelle geben einen Wahrscheinlichkeitswert aus. Ihr Schwerpunkt liegt auf der Prognose von Klassenbezeichnungen eines Datensatzes. Sie lernen so, mit welcher Wahrscheinlichkeit Merkmale eines Datensatzes dazu beitragen, die Daten einer bestimmten Klasse oder Kategorie zuzuordnen. Sie sind beispielsweise in der Lage, eine Vorhersage anhand der Anordnung und Farbwerte von Pixeln zu treffen, mit welcher Wahrscheinlichkeit ein bestimmtes Objekt in einem Bild abgebildet wird.23
Generative ML-Modelle knnen darber hinaus die gesamte Wahrscheinlichkeitsverteilung lernen. Sie erfassen dadurch auch die Merkmale der Inputs und lernen, wie die Daten erzeugt werden. Daraufhin versuchen sie hnliche Daten zu generieren. Das ermglicht generativen ML-Modellen einzigartige Ergebnisse hervorzubringen.24
3.5.2.2Generative-Adversial-Networks (GANs)
Eine besondere Form der generativen ML-Modelle, mit der auch das Einfhrungsbeispiel Edmond de Belamy“ erstellt wurde, sind die Generative-Adversial-Networks (GANs), bei denen zwei KNN miteinander verbunden werden. Das Modell besitzt einen generativen und einen gegnerischen (adversialen) bzw. diskriminativen Teil. Ausgangslage fr die Bildgenerierung sind ein vortrainiertes diskriminatives und ein nicht vortrainiertes generatives Modell, das lediglich Vorgaben des Entwicklers, z. B. zur Gre des zu erzeugenden Bildes, erhlt.25
Zu Beginn erzeugt der generative Part ein zuflliges Rauschen, indem es beliebigen Pixeln zufllige Werte zuordnet. Der generierte Output, das Rauschen, wird zum Input des Diskriminators. Dieser soll entscheiden, ob das Ergebnis mit den Trainingsbildern bereinstimmt oder neu generiert wurde. Das diskriminative Modell muss demnach zwischen den beiden Klassen echtes Bild“ oder Flschung“ unterscheiden. Anschlieend wird dem generativen Teil die Entscheidung bzw. die Wahrscheinlichkeit mitgeteilt, mit der die Flschung als solche erkannt wurde. Daraufhin wird der Vorgang wiederholt, jedoch mit der Anpassung einzelner Pixelwerte durch den Generator. Die Wiederholung erfolgt solange bis das diskriminative Modell nicht mehr zwischen einem echten und einem geflschten Bild unterscheiden kann. Parallel dazu versucht der Diskriminator, die Fhigkeit zu verbessern, die Klassen zu erkennen. Ist er dazu nicht mehr in der Lage, kann das generative Modell ohne Hilfe des Diskriminators eingesetzt werden (siehe Abb.10).26
GANs verhindern ein Overfitting indem ihre Lernrate gebremst wird. Sie knnen in einer Trainingsphase somit nur eine begrenzte Anzahl an Informationen aus den Trainingsbildern extrahieren.27
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Abbildung 10: Generative-Adversial-Network (GAN) (Quelle: Eigene Darstellung.)


Ein Sonderfall der Bildgenerierung mit GANs sind die StackGANs, mit deren Hilfe Bilder aus einem zuvor eingegebenen Text (Prompt) generiert werden knnen. Zunchst muss der eingegebene Prompt in einen Embeddingvektor umgewandelt und so fr die Maschine lesbar werden. Die Generierung eines Bildes aus dem Embeddingvektor erfordert die Verwendung von zwei GANs. Das erste GAN generiert ein niedrigaufgelstes Bild von 64 x 64 Pixeln, das Farben und Formen beinhaltet. Das zweite GAN produziert aus diesen Daten ein Bild mit hherer Auflsung von 256 x 256 Pixeln. Die genauen Ablufe folgen der oben beschriebenen Funktionsweise. Um den Prompt zu interpretieren, muss das StackGAN im Vorfeld auf drei verschiedene Trainingsdaten trainiert werden, die jeweils eine textuelle Beschreibung der Bilder enthalten. Dies ermglicht eine Abbildung fotorealistischer Details.28
3.5.2.3Diffusionsmodelle
Neben GANs ist auch das neuere Diffusionsmodell eine vielgenutzte Mglichkeit, fotorealistische Bilder zu generieren. Auch die KI-Technologien von z. B. Stable Diffusion oder Adobe Firefly haben ein Diffusionsmodell als Grundlage. Whrend GANs nur komplett erzeugte Bilder optimieren knnen, wenden sich Diffusionsmodelle von Beginn an einzelnen Pixeln bzw. Bildbereichen zu. Dies begnstigt ihre Handhabbarkeit in der Trainingsphase. Diffusionsmodelle bestehen aus einem einzelnen KNN, das darauf trainiert wird, einen unbeschdigten Output aus einem gestrten Input zu generieren. Dafr werden Trainingsbilder z. B. durch die berlagerung von zuflligen Rauschmustern oder das Entfernen einzelner Pixel bzw. Pixelbereiche stark gestrt. Bei der hundertfachen Wiederholung werden unterschiedliche Strungsgrade im Training bercksichtigt. Die Trainingsbilder werden dabei im Laufe des Trainingsprozesses an unterschiedlichen Stellen und mit variierender Intensitt gestrt (siehe Abb.11). Die Parameter erlernen dabei charakteristische Eigenschaften auf verschiedenen Strukturgren, z. B. die feine Struktur von Grashalmen bei hoher Auflsung oder der Aufbau von Kompositionen, wie Landschaftsbildern bei geringer Auflsung.29 Auf diese Weise kann aus einem zuflligen Rauschmuster ein fotorealistisches Bild entstehen.“30
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Abbildung 11: Diffusionsmodell (Quelle: Eigene Darstellung.)


3.5.2.4 Convolutional Neural Network (CNN)
Convolutional Neural Networks (CNNs) wurden ursprnglich fr die Bilderkennung entwickelt, sind aber in der Lage auch Bildstile zu bertragen (Style Transfer) und somit neue Bilder zu generieren. CNN (dt. Faltungsnetz) haben ihre biologische Vorlage im Sehsinn von Sugetieren. Das Netz besteht aus zwei Teilen, dem Feature Extractor und dem Classifier. Der Feature Extractor beinhaltet mehrere Convolutional Schichten mit je einer Pooling-Schicht. Convolutional und Pooling-Schicht knnen dabei beliebig oft wiederholt werden, wodurch sowohl die Komplexitt als auch die Rechenleistung des CNN zunimmt. Der Classifier enthlt die Fully-Connected-Schicht (siehe Abb.12).31
In der Convolutional Schicht bildet das Ausgangsbild eine Matrix. Auf einen Bereich dieser Matrix wird eine kleinere Matrix (Kernel), vergleichbar mit einem Filter, gesetzt und miteinander verrechnet. Das Kernel wandert dabei ber die Input-Matrix und bildet eine neue Ergebnismatrix (engl. Feature-Map). In der Pooling-Schicht (Subsampling) werden nur relevante Daten bercksichtigt. Ziel ist es, die Input-Matrix zu verkleinern und damit zu vereinfachen. Um die gewnschten Werte zu erhalten, werden entweder die hchsten Werte (max-pooling), die niedrigsten Werte (min-pooling) oder die Durchschnittswerte (average-pooling) der erfassten Bildregionen gespeichert. Alle nichterfassten Werte werden verworfen. Die neu gewonnene Feature-Map bildet die Grundlage fr neue Filter, die erneut auf die Convolutional Schicht angewendet werden. Durch beliebig hufige Wiederholungen steigt die Fhigkeit des CNN, komplexe Strukturen in Bildern zu erkennen. So kann die unterste Schicht nur rudimentre Formen erfassen, whrend die oberste Schicht ganze Abbildungen erkennen kann. Die Fully-Connected-Schicht besteht aus einer neuronalen Netzstruktur. Damit die Matrix-Daten lesbar werden, mssen sie durch Flattening in Vektorform gebracht werden. Dadurch ist das neuronale Netz ist in der Lage, die eingelesenen Daten z. B. zu klassifizieren.32
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Abbildung 12: Convolutional Neural Network (CNN) (Quelle: Eigene Darstellung.)


Diese Methode ermglicht den sog. Style Transfer, d. h. die Darstellung eines Ausgangsbildes in einem bestimmten Stil. Voraussetzung ist dabei die Eingabe eines Content-Image (z. B. ein Foto) und ein Style-Image (z. B. ein Gemlde), die miteinander kombiniert werden sollen (siehe Abb.13). Das zufllig erzeugte Rauschen wird hinsichtlich der bereinstimmungen mit den Content- und Style-Bildern analysiert und anschlieend verrechnet. Dieser Vorgang wird nun beliebig oft wiederholt. Das Resultat der bereinstimmungsanalyse dient jeweils als neuer Input. Die Genauigkeit der Ergebnisse steigt dabei mit der Anzahl der Wiederholungen. Das CNN sorgt dafr, dass nur die Bereiche dargestellt werden, die fr die Merkmale des Bildes relevant sind. So bleiben fr den Menschen Objekte noch erkennbar, obwohl unwichtige Inhalte verndert wurden. Dies kann z. B. bestimmte Muster, Strukturen oder Farben im Rahmen einer Stilanpassung betreffen.33
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Abbildung 13: Beispiel Style Transfer“ (Quelle: Grtz 2021, S.33.)
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4Urheberrechtliche Betrachtung KI-gesttzter Bildgenerierung
Nach den eingehenden Erluterungen zu den technischen Prozessen, Eigenschaften Knstlicher Intelligenz und der Bildgenerierung, sollen diese im Folgenden einer urheberrechtlichen Prfung unterzogen werden. Daraus ergeben sich einige Fragen fr Kunstschaffende. Der Deutsche Kulturrat fordert stellvertretend eine allgemeine Klrung und eindeutige Bestimmungen, die im AI-Act der EU-Kommission festgehalten werden und Urheber vor den Konsequenzen einer uneingeschrnkten KI-Nutzung schtzen sollen. Fragen zur Vergtung von Urhebern, der Lizensierungspraxis, der Informationsgte und der Haftung bei Rechtsverletzungen, die im Umgang mit der KI entstehen knnen, sind dabei zentrale Punkte ihrer Stellungnahme.1 Darber hinaus sind insbesondere die Trainingsdaten und Erzeugnisse KI-gesttzter Bildgenerierung aus urheberrechtlicher Sicht zu diskutieren.2

4.1Bedeutung Urheberrecht
Das Urheberrecht als Teil des Immaterialgterrechts befasst sich insbesondere mit dem Schutz von kreativen Leistungen, wie sie im Kunst- und Kulturbereich vorzufinden sind. Schutzfhig sind beispielsweise kreativ gestaltete Texte, Fotografien, Bilder, Musik, Filme und knstlerische Darbietungen. Doch auch Software-Programme knnen urheberrechtlichen Schutz genieen. Das Urheberrecht regelt einerseits die wirtschaftliche Verwertung von schutzfhigen Inhalten (z. B. ber Lizenzen) sowie die Nutzungserlaubnisse in der Lehre, Wissenschaft oder fr den privaten Gebrauch. Andererseits beschftigt es sich mit den persnlichkeitsrechtlichen Schutzmechanismen zwischen Urheber und dessen Schpfung, z. B. dem Recht zur Verffentlichung eigener Werke. Im Zuge der Digitalisierung nehmen auch die Vernetzung und der Umgang mit digitalen Inhalten eine wichtige Rolle ein. Das deutsche Urheberrecht orientiert sich mageblich an internationalen und europischen Rechtslagen. So ist z. B. der Schutz von Literatur und Musik schon seit der Berner bereinkunft zum Schutz von Werken der Literatur und Kunst von 1886 (letzte berarbeitung 1971) vlkervertraglich geregelt. Die Weltorganisation fr geistiges Eigentum (WIPO) in Genf betreut seither wesentliche Erweiterungen und neue Abkommen. Da die Kreativwirtschaft einen wichtigen Teil des europischen Binnenmarkts darstellt, wurden viele Teilbereiche des Urheberrechts auf EU-Ebene vereinheitlicht.3

4.2berblick Urheberrecht
Eine urheberrechtliche Beurteilung von Prozessen und Ergebnissen KI-gesttzter Bildgenerierung erfolgt auf Grundlage relevanter Gesetzmigkeiten im deutschen Urheberrecht. Diese werden im Folgenden nher umschrieben. Im Mittelpunkt der Betrachtung stehen u. a. die Eingrenzung des Werkbegriffs sowie wesentliche Vervielfltigungs- und Leistungsschutzrechte.

4.2.1Werk (§2 UrhG)
Die Festlegung des Werkbegriffs in §2 UrhG leitet das deutsche Urheberrecht ein. Er bildet einen wesentlichen Grundstein, auf dem die weiteren urheberrechtlichen Bestimmungen aufbauen. Damit ein Erzeugnis als Werk bezeichnet werden kann, mssen zwei Voraussetzungen parallel vorliegen: die Werkart und das Vorliegen einer persnlichen geistigen Schpfung.
Der Gesetzestext beginnt mit einer Auflistung von Werkarten, die urheberrechtlichen Schutz genieen (§2 Abs.1 UrhG). Diese gehren den Bereichen der Literatur, Wissenschaft und Kunst an. Da die Abgrenzung zwischen mehreren Werkarten nicht immer eindeutig erfolgen kann, ist eine strenge Zuordnung der Werke nicht erforderlich. Die Formulierung der Auflistung ermglicht berdies die Ergnzung weiterer Werkarten, wodurch auch neue Technologien oder moderne Ausdrucksformen hinzugefgt werden knnten.4
Die zweite Voraussetzung legt fest, dass es sich bei dem Erzeugnis um eine persnliche geistige Schpfung handeln muss (§2 Abs.2 UrhG). An persnliche geistige Schpfungen werden keine hohen Anforderungen gestellt (kleine Mnze“-Prinzip). Der Urheber eines Werkes wird nach dem Urheberrechtsgesetz geschtzt (§1 UrhG). Dieser gilt nach §7 UrhG als Schpfer des Werkes. Daher bezieht sich der Werkbegriff auf das Schpferprinzip, das persnlichkeitsrechtliche Folgen mit sich bringt. Unter persnlicher geistiger Schpfung zhlen Erzeugnisse [], die durch den Inhalt oder durch ihre Form oder durch die Verbindung von Inhalt und Form etwas Neues und Eigentmliches darstellen.“5 Nach der Vier-Elemente-Lehre soll ein Werk zudem vier Kriterien erfllen. Das Erzeugnis muss einerseits menschengemacht sein und einen gewissen geistigen Gehalt aufweisen. Andererseits muss es in einer mit den Sinnen wahrnehmbare Form zugnglich gemacht werden und die Merkmale einer individuellen Gestaltung vorweisen. Eine Verkrperung des Werkes ist dabei nicht erforderlich. Auch mndlich vorgetragene Reden werden als Werk anerkannt. Weiter ist zu beachten, dass eine Schpfung etwas Neues und noch nicht Dagewesenes impliziert.6 Eine bloe Objektprsentation (Prsentationslehre) durch den Urheber, der damit zu verstehen geben will, dass es sich um ein Werk handle, ist demzufolge nicht ausreichend. Anderenfalls htte die sog. Prsentationslehre zur Folge, dass der Prsentierende ber den Urheberrechtsschutz entscheidet und nicht das Gesetz. Aus der Vier-Elemente-Lehre ergibt sich zudem, dass tierische Leistungen und reine maschinelle Leistungen keinen urheberrechtlichen Schutz genieen.7
Anders verhlt es sich bei der Nutzung von Hilfsmitteln durch den Menschen. Beispiele finden sich in der Fotografie oder bei Film- und Musikwerken. Das Werk muss demnach nicht unmittelbar durch die eigene Hand des Schpfers geschaffen werden, aber auch unter Verwendung von Hilfsmitteln die Voraussetzung von §2 Abs.2 UrhG erfllen und eine hinreichende schpferische Eigentmlichkeit besitzen. Ob dem Schpfer das Erzeugnis als eigengeschaffen zugesprochen werden kann, hngt vom Grad der Untersttzung durch das benutzte Hilfsmittel ab. Bloe Ideen werden dabei nicht erfasst.8

4.2.2Urheber und Miturheber (§7 UrhG, §8 UrhG)
Der Urheber ist zugleich der Schpfer eines Werkes (§7 UrhG). Demnach geniet er den Schutz des Urheberrechts fr seine Werke, die der Literatur, Wissenschaft und Kunst angehren knnen (§1 UrhG). Es ist jedoch auch mglich, dass an der Erstellung eines Werkes mehr als eine Person beteiligt ist. So knnen beispielsweise Auftraggeber, Investoren, Ideen- und Inspirationsgeber oder Werkgehilfen ebenfalls einen wichtigen Beitrag zur Werksentstehung liefern. In diesem Fall ist zu klren, ob sie als Miturheber ebenfalls Rechte geltend machen knnen. Voraussetzung dafr ist einerseits, dass sich ihre Anteile nur im Zusammenhang mit dem gemeinsam geschaffenen Werk und nicht getrennt davon verwerten lassen (§8 Abs.1 UrhG). Andererseits muss ihr Beitrag schpferischer Natur im Sinne von §2 Abs.2 UrhG sein. Trifft dies zu, knnen sie als Miturheber in gemeinsamer Absprache Verwertungsrechte gem §15 UrhG geltend machen und eine Vergtung erhalten (§8 Abs.2 UrhG).
Tragen Personen nur Ideen oder Anregungen zur Schaffung eines Werkes bei, knnen sie im Allgemeinen keine Urheberrechte beanspruchen. In den meisten Fllen fehlt es den Vorschlgen an der ntigen hinreichend konkreten Formgebung. Dies schliet Wnsche und Vorgaben des Auftrag-gebers eines Werkes ein, da sie lediglich auf das Motiv hinweisen.
Ausnahmen ergeben sich, wenn die Konkretisierung und Ausgestaltung der Ideen und Anregungen so gestaltet sind, dass sie ebenfalls eine persnliche geistige Schpfung nach §2 Abs.2 UrhG der gleichen Werkskategorie wie das sptere Werk, darstellen. Dies trifft beispielsweise zu, wenn die Vorlage fr ein Gemlde eine Skizze ist, [] in [der] Gestalt und Eigenart des Werkes bereits bildlich erkennbar [ist].“9 Eine rein verbale Anweisung zur Erstellung von Bildwerken ist demzufolge nicht ausreichend, um eine Miturheberschaft zu begrnden. Die fehlende Trennschrfe erfordert in jedem Fall eine Einzelfallentscheidung.10
Darber hinaus kann der Urheber nach §31 UrhG einfache oder ausschlieliche Nutzungsrechte an Dritte weitergeben, die das Werk in den vertraglich festgelegten rumlichen, zeitlichen oder inhaltlichen Dimensionen fr eigene Zwecke nutzen drfen (§31 Abs.1 UrhG).
Mit der Behauptung, Urheber eines Werkes zu sein, trgt diese Person die Beweislast. Es gilt jedoch nach §10 Abs.1 UrhG, dass der oder die Urheber, die auf dem Werk vermerkt sind, solange als solche gelten, bis das Gegenteil bewiesen wird. Fr den Nachweis der Urheberschaft sind Indizienbeweise zulssig, die konkrete schpferische Beitrge darlegen. Dies gilt sowohl fr einen einzelnen Urheber als auch fr das Vorhandensein mehrerer Miturheber.11

4.2.3Vervielfltigungsrecht (§16 UrhG)
Urheber knnen Verwertungsrechte beanspruchen, zu denen auch das Vervielfltigungsrecht gehrt (§15 Abs.1 Nr.1UrhG, §16 UrhG). Unter Vervielfltigung versteht man [] jede krperliche Festlegung, die geeignet ist, das Werk den menschlichen Sinnen unmittelbar oder mittelbar wahrnehmbar zu machen.“12
Ob eine gezielte oder lediglich bewusste Vervielfltigung vorliegt, ist dabei nicht von Relevanz. Unerheblich ist ebenso, wie die krperliche Festlegung erlangt wird. Es handelt sich bereits um eine Vervielfltigung von Werken, wenn sie mittels technischer Gerte, in Zwischenschritten und durch eine technisch notwendige Vervielfltigung wahrnehmbar gemacht werden knnen. Wird ein Originalbild in komprimierter oder skalierter Form gespeichert, gilt das abweichende Format ebenso als Vervielfltigung, da in diesem Fall die schpferischen Charakteristika bewahrt bleiben. Bei der Nachbildung abstrakter Eigenheiten oder des Stils eines Werkes liegt keine Vervielfltigung vor, da diese Erzeugnisse gemeinfrei sind.13

4.2.4Bearbeitung und Umgestaltung (§3 UrhG, §23 UrhG)
Wird ein Werk bearbeitet oder umgestaltet, ist vor dessen Verffentlichung und Verwertung die Zustimmung des Urhebers ntig (§23 UrhG). Unter Bearbeitung wird die Abwandlung eines Werkes verstanden, die nach §3 UrhG selbst als Werk geschtzt wird. Im Gegensatz dazu stehen Umwandlungen, die ebenfalls Abwandlungen der Originale darstellen, jedoch nicht ber den ntigen Grad an persnlicher geistiger Schpfung verfgen und daher nicht schutzfhig sind. Sowohl Bearbeitungen als auch Umwandlungen sind bei krperlicher Festlegung Vervielfltigungen des Ausgangswerkes. Eine Ausnahme besteht, wenn die Abwandlung des Werkes selbst schpferische Eigenarten aufweist, sodass die Zge des Ausgangswerkes verblassen (§23 Abs.2 UrhG). Die Gestaltungshhe des Ausgangswerkes hat einen direkten Einfluss darauf, wie stark die Eigenheiten bzw. charakteristischen Merkmale in der Abwandlung durchscheinen. Fr die Beurteilung, ob die sog. Verblassensformel Anwendung findet, ist eine Einzelfallbetrachtung der Werke notwendig.14

4.2.5Urheberrechtsschranke Text- und Data-Mining (§44b UrhG, §60dUrhG)
Urheberrechtsschranken erlauben gewisse Nutzungen geschtzter Werke, auch ohne vorherige Zustimmung des Urhebers. Einerseits begrenzen sie die Rechte der Urheber und bercksichtigen andererseits die Interessen Dritter. Schrankenregelungen wurden aus verschiedenen Grnden eingefhrt. So knnen beispielsweise Informationsbedrfnisse der Allgemeinheit, Bildungs- und Wissenschaftszwecke, soziale und kulturelle Anliegen oder die Interessen der Rechtspflege eine Rolle spielen.“15 Text- und Data-Mining kommt sowohl in der Wissenschaft als auch in privaten und ffentlichen Einrichtungen zum Einsatz, um mit Hilfe von Web-Scraping groe Datenmengen zu sammeln, zu analysieren und somit [] Informationen ber Muster, Trends und Korrelationen zu gewinnen.“16 Voraussetzung ist ein rechtmiger Zugang zu den digitalen und digitalisierten Werken. Die Richtlinie ber das Urheberrecht im digitalen Binnenmarkt von 2019 regelt die Handlungsspielrume dieses Bereichs. Sie soll die neuen Technologien der Digitalisierung mit den bestehenden rechtlichen Rahmenbedingungen zusammenfhren.17
Die Regelungen wurden anschlieend in den Urheberrechtsschranken §44b und §60d UrhG umgesetzt, wobei §44b den Umgang mit Text- und Data-Mining im Allgemeinen und §60d den Bezug auf nicht kommerzielle, wissenschaftliche Zwecke regelt. Beide Vorschriften sind jedoch nebeneinander anwendbar.18
Vorbergehende Vervielfltigungen sind in §44a UrhG geregelt und als wesentlicher Teil eines technischen Prozesses erlaubt sowie gem §44b Abs.2 UrhG im Rahmen des Text- und Data-Minings zulssig, solange sie nach Gebrauch wieder gelscht werden. Von diesem Grundsatz ausgenommen sind jedoch geschtzte, online zugngliche Werke, die durch einen maschinen-lesbaren Nutzungsvorbehalt seitens des Rechteinhabers geschtzt sind (§44b Abs.3 UrhG).
Gleiches gilt fr die Anwendung des Text- und Data-Minings in der wissenschaftlichen Forschung, die in §60d UrhG geregelt wird. Zudem ist es gestattet, Vervielfltigungen einem relevanten Personenkreis, bestehend aus beispielsweise Institutionen und Forschern ohne kommerzielle Absichten, zugnglich zu machen. Es obliegt diesen jedoch, die notwendigen Sicherheits-vorkehrungen gem §44a Abs.5 UrhG zu treffen, um eine unbefugte Benutzung zu verhindern.

4.2.6Verwandte Schutzrechte (§§70 ff. UrhG)
Erzeugnisse, die nicht die erforderliche Schpfungshhe erreichen, knnen dennoch Schutz unter bestimmten Voraussetzungen im Rahmen der verwandten Schutzrechte genieen. Dies betrifft Erzeugnisse, deren Schaffungsprozess dem eines Werkes hnelt und/oder die eng mit dem Schutzgedanken des Urheberrechts verbunden sind. Der Arbeitsaufwand Produzierender sollte daher ebenfalls urheberrechtlich Bercksichtigung finden. Ihnen stehen alleinig die Nutzungs- und Verwertungsrechte an ihren Erzeugnissen zu. Beispielhaft ist der Schutz von Lichtbildern gem §72 UrhG zu nennen, der auch Erzeugnisse einschliet, [] die hnlich wie Lichtbilder hergestellt werden [].“19 Dazu zhlen beispielsweise Passbilder, denen es an einer kreativen Bedeutungsebene mangelt und sie somit nicht als eigenstndiges Werk gelten. Dennoch hat der Passbildfotograf Arbeitsleistung investiert und besitzt dadurch ein berechtigtes Interesse am Schutz des Bildes. Der Schutzinhaber verfgt jedoch meist nicht ber den vollumfnglichen Schutz des Urheberrechts. Der Schutzumfang variiert abhngig vom zutreffenden Schutzrecht. Neben dem Schutz der Lichtbilder (§72 UrhG) werden ebenfalls die Herausgeber wissenschaftlicher Ausgaben (§70 UrhG), nachgelassener Werke (§71 UrhG) sowie ausbende Knstler (§§73 ff. UrhG), Veranstalter knstlerischer Darbietungen (§81 UrhG), Tontrgerhersteller (§85 UrhG), Sendeunternehmen (§87 UrhG), Datenbankhersteller (§§87a ff. UrhG), Presseverleger (§§87 f-h UrhG) und Film- und Lichtbilderhersteller (§§94, 95 UrhG) geschtzt.20

4.3Urheberrechtliche Untersuchung Einlese- und Trainingsvorgang de lege lata
Fr die urheberrechtliche Beurteilung von KI-generierten Bildern bedarf es im Vorfeld einer genauen Untersuchung des vorangestellten Trainingsprozesses. Da er sich technisch in einen Einlese- und Trainingsvorgang einteilen lsst, mssen diese Teile auch separat urheberrechtlich untersucht werden. Weitere Beurteilungen sind unter anderem von der Beantwortung der Frage abhngig, ob ML-Modelle Vervielfltigungsstcke urheberrechtlich geschtzter Trainingsbilder enthalten oder erzeugen knnen und ob die Bearbeitungen von Werken zulssig sind.

4.3.1Rechtsstreitigkeiten
Bilder, die fr das Training der KI-Bildgeneratoren genutzt werden, knnen urheberrechtlich geschtzt sein, sofern sie die Bedingungen erfllen, um als Werk oder Lichtbild eines geschtzten Werkes zu gelten und ihre Schutzfrist nicht abgelaufen ist. (§2 UrhG, §§11 ff. UrhG, §64 UrhG).21 Daher ist es unumgnglich zu untersuchen, ob Urheberrechte beim Einlese- und Trainingsprozess des MLs verletzt werden.
Besonders in den USA, aus der eine Vielzahl von Entwicklungen im Bereich des Maschinellen Lernens stammen, hufen sich rechtliche Auseinandersetzungen. Im amerikanischen Recht drfen Trainings-daten vervielfltigt werden, solange sie der Fair-Use-Doctrine entsprechen, anhand derer US-amerikanische Gerichte Urheberrechtsverletzungen berprfen. Am U.S. District Court for the Northern District of California werden aktuell zahlreiche Sammelklagen (engl. Class Actions) amerikanischer Knstler und Unternehmen verhandelt. Unternehmen wie GitHub, Microsoft, Alphabet, OpenAI, Meta, und Stability AI wird vorgeworfen, zum Training ihrer KI-Modelle und Anwendungen urheberrechtlich geschtzte Bilder, Schriftwerke und Software verwenden zu haben.
Besondere Aufmerksamkeit erhielt die Klage der New York Times im Dezember 2023 gegen OpenAI und Microsoft einschlielich ihrer Schadensersatzforderung in Milliardenhhe.22
Auch die Bildagentur Getty Images reichte im Januar 2023 in Grobritannien und anschlieend im Dezember 2023 in den USA Klage gegen Stability AI ein. Dem folgte im selben Monat die Einreichung einer Klage durch drei amerikanische Knstlerinnen gegen Stability AI, DeviantArt und Midjourney, da Trainingsdatenstze deren KI-Modelle unerlaubt komprimierte Kopien ihrer Werke enthalten sollen. Noch haben die Gerichte keine wegweisenden Entscheidungen bezglich der Trainingsdaten getroffen. In der europischen und US-amerikanischen Rechtsprechung zeichnen sich jedoch Tendenzen zugunsten der KI-Unternehmen ab.23
Auch in Deutschland wurde im April 2023 von einem Stock-Fotografen beim Landgericht Hamburg eine Klage gegen den gemeinntzigen Verein LAION24 eingereicht. Er forderte Klrung fr die Branche, inwiefern Web-Scrawler Stock-Bilder analysieren drfen, und verlangte eine Vergtung fr Urheber, wenn ihre Bilder zum Training fr ML-Modelle verwendet werden.25
Wie das Urheberrecht in Deutschland derzeit den Umgang mit Trainingsdaten regelt, soll im Folgenden untersucht werden.

4.3.2Einlese- und Umwandlungsprozess
4.3.2.1Vervielfltigungen
Wie in Abschnitt3.5.1 beschrieben, verbindet der Einlese- und Umwandlungsprozess das Daten-sammeln mit dem eigentlichen Trainingsvorgang der ML-Modelle. Der Trainingsvorgang kann erst starten, nachdem die, zum Beispiel durch Web-Scraping, gesammelten Daten fr den Trainingsprozess vorbereitet wurden. Erst dann knnen diese, in Abhngigkeit vom jeweiligen ML-Modell, in Form von Matrizen oder Tensoren eingelesen werden. Da beim Einlese- und Umwandlungsvorgang die Daten im Arbeitsspeicher zwischengespeichert und diese anschlieend in Tensoren umgewandelt und angepasst werden, ist davon auszugehen, dass dabei Vervielfltigungen (§15 Abs.1 Nr.1 UrhG, §16 UrhG) entstehen knnten.26
Die Speicherung der Trainingsdaten variiert je nach Modell. Generative Adversarial Networks (GANs) speichern beispielsweise weniger konkrete Trainingsbilder im Vergleich zu Diffusionsmodellen. Es ist anzunehmen, dass insbesondere in den frhen Phasen des Einlesens und Umwandelns mehr Informationen vorhanden sind, die es ermglichen, die einzelnen Trainingsbilder direkt zu identifizieren.27
Da es bei einer Vervielfltigung lediglich darum geht, Werke als krperliche Festlegungen den menschlichen Sinnen wahrnehmbar zu machen, ist der Zweck der Vervielfltigung zu vernachlssigen. Somit spielt es keine Rolle, ob die Vervielfltigungen beabsichtigt wurden oder nicht. Ob es sich bei der vorbergehenden Speicherung der Trainingsdaten im Arbeitsspeicher um Vervielfltigungen handelt, ist strittig, da aufgefhrt wird, dass die krperliche Festlegung der Trainingsdaten im Arbeitsspeicher von der Energieversorgung des zugehrigen Rechners abhngt.28 Die eingelesenen und umgewandelten Trainingsdaten knnen hierbei als flchtige bzw. vorber-gehende Vervielfltigungen gem §44a UrhG eingeordnet werden, da sie als wesentlicher Teil eines technischen Verfahrens [] erst bei Start des Programmablaufs erzeugt [werden] und [] nicht ber den Programmablauf hinaus [existieren].“29
Der Aussage der Bundesregierung The right to read ist he right to mine“30 entsprechend, sollte auch die Bedingung fr eine rechtmige Nutzung erfllt sein, vorausgesetzt, dass der Zugang zu den Daten ebenfalls rechtmig ist. Darber hinaus haben auch die in Tensoren umgewandelten Trainingsbilder31 keine eigenstndige wirtschaftliche Bedeutung.32
Auch hierbei ist eine Differenzierung der verschiedenen ML-Modelle notwendig. GANs speichern weniger detaillierte und sensible, demnach wirtschaftlich irrelevante, Bilddaten. Die Trainingsdaten knnen somit als vorbergehende Vervielfltigungen eingestuft werden. Bei Diffusionsmodellen hingegen werden die gestrten Trainingsbilder nicht als vorbergehende Vervielfltigungsstcke behandelt, da [] die einzelnen Iterationen des Trainingsprozesses wegen ihrer Auswirkungen auf die Parameter und Gte des KI-Modells eine wirtschaftliche Bedeutung haben.“33
Doch knnen noch weitere Schritte des Einlese- und Umwandlungsprozesses Vervielfltigungen hervorbringen. Insbesondere die Umwandlung der Trainingsbilder in Tensoren ist dabei von Bedeutung. Dieser Teilprozess soll die Trainingsdaten maschinenlesbar und damit fr den Trainings-prozess nutzbar machen. Da der Grund der Vervielfltigung keine Rolle spielt, ist es unerheblich, dass dieser Zwischenschritt nicht fr Menschen wahrnehmbar sein soll. Es zhlt ausschlielich, dass er potenziell fr den Menschen wahrnehmbar gemacht werden knnte. Dies trifft bei der Umwandlung in Tensoren zu, da sie in ihre ursprngliche Form zurckgewandelt werden knnten. Auch wenn die Rckwandlung nicht das Ziel der Tensoren ist, funktioniert das Prinzip nur, wenn die einzelnen Trainingsdaten in Form von Tensoren herausgesucht und die zugehrigen Informationen darin abgespeichert werden. So knnen bei der Bildgenerierung die Pixelinformationen der Trainingsbilder in den Tensoren abgelegt und anschlieend wieder zu einem Bild zusammengesetzt werden. Da dies bedeutet, dass die Bilder fr die menschlichen Sinne wahrnehmbar gemacht werden knnten, liegt bei der beschriebenen Umwandlung von Trainingsdaten in Tensoren eine Vervielfltigung vor.34
Eine Einwilligung des Urhebers wird in diesem Fall durch die geltenden Schrankenregelungen zum Text- und Data-Mining, §44b UrhG und §60d UrhG, umgangen. Demnach sollen [] Vervielfltigungen von rechtmig zugnglichen Werken fr das Text und Data Mining zulssig sein“35, solange sie nicht durch einen Nutzungsvorbehalt seitens der Rechteinhaber ausgeschlossen werden. Letzteres betrifft meist jedoch nur einen Bruchteil der urheberechtlich geschtzten Werke, die durch Web-Scraping erfasst werden. §60d UrhG beschrnkt sich auf den Einsatz von Text- und Data-Mining fr nicht kommerzielle Zwecke im Rahmen der Forschung.
Im Gegensatz dazu gestattet §44b UrhG eine kommerzielle Nutzung der durch Text- und Data-Mining gesammelten Inhalte sowie [] den rechtmigen Zugang zum Werk, nicht aber [] [die] Rechtmigkeit der Zugnglichmachung [].“36 Dies liegt in der Tatsache begrndet, dass bei der Bereitstellung urheberrechtlich geschtzter Werke fr das Text- und Data-Mining auch zustzliche Lizenzvereinbarungen oder Nutzungsrechte eingeschlossen sein knnen, die nicht durch §44b UrhG abgedeckt sind.
Die Schrankenregelungen erlauben das Vervielfltigen von Trainingsbildern nur, solange sie fr das Text- und Data-Mining bentigt werden. Anderenfalls mssen die Daten umgehend gelscht werden. Die Regelungen greifen nicht, wenn die Informationen geschtzter Trainingsdaten versehentlich whrend des Text- und Data-Minings gesammelt und in das ML-Modell eingelesen werden, da sie nicht mehr der Informationsgewinnung dienen, sondern als Ergebnis von Text- und Data-Mining angesehen werden knnen.37
4.3.2.2Bearbeitungen
Neben der Vervielfltigung der Ausgangswerke, kommt gem §23 UrhG zustzlich eine Bearbeitung dieser in Betracht, bei der die Ausgangswerke in andere Nutzungsformen umgewandelt und somit deren Verwertungsmglichkeiten erweitert werden. Dies trifft auch auf die KI-gesttzte Bild-generierung zu. Die einzulesenden, online verfgbaren Ausgangswerke knnen lediglich auf Bildschirmen zur Betrachtung angezeigt bzw. abgerufen werden. Werden diese Bilder zum Training von ML-Modellen eingesetzt, ergibt sich eine neue Nutzungsform, die ber die bloe Anzeige auf Bildschirmen hinausgeht. Die damit einhergehende Umwandlung der Bilddaten in Tensoren erfllt somit auch die Anforderungen einer Bearbeitung. Die genaue Art und Weise der Bearbeitung bzw. Vorbereitung der Trainingsbilder ist vom eingesetzten ML-Modell abhngig. So werden z. B. bei GANs die Trainingsbilder lediglich skaliert und anschlieend dem Diskriminator-Modell vorgelegt. Bei Diffusionsmodellen werden die Daten hingegen mehrfach automatisiert umgewandelt.38
Eine freie Benutzung nach §24 UrhG liegt indes nicht vor, da der Tensor dem Ausgangswerk in seiner Identitt entspricht und somit kein eigenstndiges, schutzfhiges, neues Werk entsteht.39
Dies hat zur Folge, dass im Falle einer Verffentlichung oder Verwertung der im Einlese- und Umwandlungsvorgang bearbeiteten Werke die Einwilligung des Urhebers einzuholen ist (§23 Abs.1 UrhG). Eine Verffentlichung liegt vor, wenn unbeteiligte Dritte Zugang zur Bearbeitung erhalten. In der Regel werden die Tensoren lediglich innerhalb des ML-Modells bearbeitet bzw. umgewandelt. Selbst wenn das ML-Modell mit den Tensoren nach dem Training in Form von Programmcodes verffentlicht wird, ist das Extrahieren der einzelnen Tensoren bzw. Trainingsbilder nicht ohne weiteres machbar. Eine Verffentlichung der Bearbeitung liegt demnach nicht vor. Die anderweitige Verwertung der Bearbeitungen hngt von dem Entwickler ab. Dementsprechend knnten den Bearbeitungen bzw. Umwandlungen der Trainingsdaten in Tensoren auch weitere Vervielfltigungen folgen.40
Eine Bearbeitung kann somit auch ohne die Einwilligung der Urheber hergestellt werden. Ausnahmen bilden u. a. Trainingsdatenbestnde, bei denen es sich um Computerprogramme oder Datenbank-werke handelt, die in der Regel einwilligungspflichtig sind.41
Ein weiterer Ausnahmetatbestand liegt vor, wenn die Bearbeitung und Umgestaltung im Rahmen von Text- und Data-Mining (§44b UrhG, §60d UrhG) erfolgt, da es sich dabei um technisch bedingte nderungen eines Werkes handelt (§23 Abs.3 UrhG). Da die Bearbeitungen beim Einlese- und Umwandlungsprozess nur den Zweck haben, die Daten fr den anschlieenden Trainingsvorgang zu optimieren bzw. vorzubereiten, ist eine Einwilligung des Urhebers nicht erforderlich.42
4.3.2.3Nutzungsvorbehalte
Beim Web-Scraping werden Trainingsdatensets ohne Rcksicht auf die bestehenden Schutzrechte der Bilder heruntergeladen bzw. eingelesen. Doch ist die Nutzung solcher Bilder gem §44b Abs.3 UrhG nur dann gestattet, wenn diese durch den Rechteinhaber nicht ausdrcklich untersagt wurde und der Zugriff somit rechtmig erfolgt. Unbeachtet bleibt, [o]b die Werke rechtmig online gestellt wurden [].“43 Widerspruchslisten sollen die Trainingsdaten vor dem ungewollten Einlesen schtzen. Ob ein online frei zugngliches Bild zu dem Trainingszweck heruntergeladen werden darf oder nicht, muss in maschinenlesbarer Form (§44b Abs.3 UrhG) durch sog. Opt-Ins (Nutzungs-einwilligungen) bzw. Opt-Outs (Nutzungsvorbehalte) festgelegt werden. Letzteres schliet die Schrankenregelung des Text- und Data-Minings (§44b UrhG, §60d UrhG) aus.44 Es ist jedoch nicht restlos geklrt, wie wirksam der Nutzungsvorbehalt bei online zugnglichen Werken wirklich ist.45 Eine Lsung dafr knnte der Einsatz maschinenlesbarer robot.txt-Dateien sein. Dabei handelt es sich um Textdateien, in denen die Verzeichnisse hinterlegt werden, die von den Suchmaschinen lesbar sind.46 Sie schtzen zwar vor dem Web-Scraping, sorgen jedoch auch dafr, dass die Werke nicht mehr in den Suchmaschinen erscheinen und somit im Internet nicht mehr auffindbar sind. Eine neuere Mglichkeit ist der von OpenAI entwickelte Blocker fr KI-Training. Ob zuknftig ein Standard eingefhrt wird und wie dieser aussieht, bleibt abzuwarten.47 Werden die Daten trotz Nutzungs-vorbehalt verwendet, knnen die Rechteinhaber Unterlassungs- und Schadensersatzansprche geltend machen.48 Jedoch werden Auswirkungen aktuell fr die Urheber kaum merklich sein. Die Verwendung widerrechtlich verwendeter Werke zum KI-Training kann nur mit hohem Aufwand rckgngig gemacht werden oder ist technisch unmglich. Daher ist zu erwarten, dass dies Gerichte bei ihren Entscheidungen bercksichtigen. Auch Schadensersatzansprche werden nur geringe Betrge pro Werk einbringen.49
Die Webanwendung Have I Been Trained“ ermglicht es Urhebern festzustellen, ob ihre Werke in den Datenbanken (LAION-5B; LAION-400M) des deutschen gemeinntzigen Vereins LAION (Large-Scale Artificial Intelligence Open Network) vorzufinden sind, die von diversen ML-Modellen zum Training verwendet werden, wie beispielsweise Stable Diffusion. Die Suchmaschine bietet den Rechteinhabern auerdem die Mglichkeit, Opt-Ins und Opt-Outs fr ihre Werke hinzuzufgen.50

4.3.3Trainingsvorgang
Die eingelesenen und umgewandelten Trainingsbilder werden im Trainingsprozess in Form von statistischen Gren durch die KNN des entsprechenden ML-Modells geleitet. Durch das Abgleichen des Ergebnisses mit den Trainingsdaten findet eine Optimierung der Parameter bis zum Erreichen des Trainingsziels statt. Im Gegensatz zum vorausgehenden Einlese- und Umwandlungsvorgang wird im Trainingsprozess lediglich mit Referenzen und Reprsentationen der bereits eingelesenen Daten gearbeitet. Dabei werden in der Regel keine Vervielfltigungen oder Bearbeitungen vor-genommen.51
Eine Ausnahme bilden Diffusionsmodelle, da [] in jeder Epoche des Trainingsprozesses [] die Trainingsbilder [] an unterschiedlichen Stellen und mit unterschiedlicher Intensitt gestrt [werden].“52 Demzufolge knnen Vervielfltigungen und Bearbeitungen der Werke auch im Trainingsvorgang angenommen werden. Von einer Vervielfltigung spricht man nur dann, wenn die Trainingsbilder in ihren wesentlichen Zgen fr die menschlichen Sinne wahrnehmbar sind. Umso mehr das Trainingsbild gestrt wird, desto weniger sind die wesentlichen Zge des Ausgangsbilds zu erkennen. Demzufolge mssten potenzielle Vervielfltigungen vorzugsweise in frheren Stadien des Trainingsprozesses erstellt werden.53

4.4Urheberrechtliche Untersuchung KI-Erzeugnisse
Nachdem der Einlese- und Trainingsprozess der KI-gesttzten Bildgenerierung ausfhrlich auf urheberrechtliche Aspekte hin untersucht wurde, rckt nun die rechtliche Bewertung der von der KI erzeugten Werke“ selbst in den Fokus. Im Mittelpunkt der Untersuchung stehen insbesondere die Fragen, ob oder wann bei KI-Erzeugnissen von einem Werk gesprochen werden kann und wem in diesem Fall die Urheberschaft zuzurechnen wre.

4.4.1Internationale Gerichtsentscheidungen
Bevor sich die Fragestellungen dem deutschen Urheberrecht nhern, soll zunchst ein Blick auf die jngsten internationalen Rechtsprechungen gerichtet werden.

Am 11.Dezember 2023 lehnte das U.S. Copyright Office den bereits 2021 eingereichten Antrag auf Eintragung des Werkes SURYAST[FR1]“ des Rechtsanwalts und Knstlers Ankit Sahni ab. Sahni gab sich selbst und die von ihm entwickelte KI-Painting-App RAGHAV“ als Urheber an, da er die KI nur als Hilfsmittel zur Umsetzung seiner Vorstellungen und konkreten Anweisungen nutze. Das generierte Bild setzt sich aus einer von ihm aufgenommenen Fotografie und einem stiltransferierenden Gemlde zusammen. Das U.S. Copyright Office erkannte seinen Anteil am erzeugten Bild jedoch nicht als hinreichend an, um von einem menschlichen Schpfer auszugehen.54

Mehr Erfolg hatte er in Indien und Kanada, wo er 2021 ebenfalls versuchte, sein KI-Erzeugnis schtzen und sich als Urheber registrieren zu lassen. Im September wurde die RAGHAV Painting-App von der indischen Urheberrechtsbehrde als Urheber des Kunst Werkes SURYAST anerkannt. Im Dezember gelang es Ankit Sahni zudem, RAGHAV als seinen Miturheber fr SURYAST[FR1] beim kanadischen Amt fr geistiges Eigentum (CIPO) zu registrieren. Dadurch wurde maschinengenerierten Inhalten erstmals in Kanada urheberrechtlicher Schutz zugesprochen.55
Im November 2023 wurde in China ein wegweisendes Urteil, die Rechte von KI-generierten Bildern betreffend, gefllt. Das Pekinger Internetgericht entschied, dass solche Bilder als Werke mit menschlicher Urheberschaft betrachtet und daher urheberrechtlich geschtzt werden knnen.56 Hintergrund des Urteils waren KI-generierte Bilder einer weiblichen Person, die der Klger auf einer chinesischen Social-Media-Plattform verffentlichte. Die Beklagte verwendete eines der Bilder fr ihren Artikel ohne Erlaubnis. Der Klger forderte Schadensersatz, da er seine Urheberrechte verletzt sah.

Das Gericht prfte, ob das chinesische Urheberechtsgesetz Anwendung findet. Es besttigte, dass die Bilder in die Kategorien der Literatur, Kunst und Wissenschaft zhlen, da im chinesischen Recht auch Kunstwerke und [] andere geistige Schpfungen, die den Merkmalen eines Werkes entsprechen“57 als Werkarten aufgelistet werden. Es sah zudem die Voraussetzungen einer geistigen Schpfung und Originalitt erfllt, da der Klger sowohl den Bildgenerator als auch die Parameter selbst festlegte, mit denen er die Bilder mehrfach anpasste, bis sie seinen Vorstellungen entsprachen.58 Auch die Mglichkeit, die KI-generierten Bilder durch die Wiederholung des Bildentwicklungsprozesses mit denselben Parametern zu reproduzieren, trug dazu bei, dass das Pekinger Internetgericht dem Klger die Urheberschaft zusprach und die Beklagte zu einer Schadensersatzzahlung in Hhe von 500 RMB (ca.64Euro) verurteilte.59

4.4.2Prfung Werkcharakter von KI-Erzeugnissen
Es wurde festgestellt, dass derzeit noch Uneinigkeit in der internationalen Rechtsprechung besteht. Whrend die USA gegen einen Schutz argumentieren, stehen Staaten wie Kanada, Indien und China dem Schutz von KI-Erzeugnissen offener gegenber. Im Weiteren soll untersucht werden, wie das deutsche Urheberrecht die Frage nach dem Werk und dem Urheber von KI-generierten Bildern behandelt. Im Folgenden ist zu klren, ob KI-Erzeugnisse die Kriterien fr ein Werk gem §2 UrhG erfllen.
4.4.2.1Menschlicher Anteil an KI-Bildgestaltung (persnliche Schpfung)
4.4.2.1.1 Vorberlegungen zu Computer- und Zufallskunst
Bereits die Auftaktparagrafen des deutschen Urhebergesetzes (§1 UrhG, §2 Abs.2 UrhG) lassen verlauten, dass nur ein Mensch als Urheber in Frage kommen kann. Eine Maschine scheidet demzufolge de lege lata aus. Es bleibt folglich zu prfen, ob einem Werk bzw. ob einem KI-Erzeugnis ein menschlicher Urheber zurechenbar ist.60
Daher bedarf es der Klrung des Verhltnisses zwischen dem Ergebnis des Modellgebrauchs und der Handlung des Urhebers. Je nach Art des ML-Modells kann auch fraglich sein, wer tatschlich als Urheber anzusehen ist oder auf wessen Handlung Bezug genommen werden sollte. Beispielsweise lsst sich der Zusammenhang zwischen einem Maler, der seine Idee mit einem Pinsel auf die Leinwand bringt, einfacher herstellen als bei der Verwendung eines meist undurchsichtigen Algorithmus zur Erstellung eines Werkes. Im Rahmen von Computerkunst wird bereits seit langer Zeit darber diskutiert.61 Werden Computer als Hilfsmittel zur Werkerzeugung verwendet, kann dennoch [] der Urheber eine gestalterische Ttigkeit entfalten [], die auch in der Mitwirkung an der Erstellung des Werkes bestehen kann.“62
Da die ML-Modelle in ihren genauen Ablufen zuweilen einer Black Box gleichen, knnte davon auszugehen sein, dass es sich bei der KI-Bildgenerierung um Zufall handelt. Bei der urheber-rechtlichen Beurteilung der sog. Zufallskunst besteht jedoch Uneinigkeit. Folgt der gesamte Schpfungsprozess dem Zufallsprinzip, kann kein Zusammenhang zwischen dem menschlich-gestalterischen Anteil und dem Ergebnis hergestellt werden. Ein solches Erzeugnis wrde demzufolge keinen urheberrechtlichen Schutz genieen.63
Um von einem Werk zu sprechen, gengt es den Verfechtern der sog. Auswahltheorie, dass die Maschine mehrere Erzeugnisse ausgibt, aus denen der Mensch eine Auswahl trifft und somit das Werk festlegt.64 Im Unterschied zur Prsentationslehre hat der Urheber die Erzeugung der auszuwhlenden Bilder selbst veranlasst. Darber hinaus kann auch die Entscheidung, den Zufall als Werkzeug“ zu nutzen, als kreativer Beitrag betrachtet werden.65
Ein Knstler knnte einen Zufallsgenerator verwenden und die Parameter so einschrnken, dass er eine Vielzahl von Ergebnissen erhlt, die seinen Vorstellungen entsprechen.66 Anschlieend whlt er eines aus. Dieser Auswahlprozess ist wesentlich, da durch das Fehlen einer solchen Auswahl dem Knstler alle mglichen Ergebnisse zugeschrieben werden wrden, die durch seine Parameter erzeugt werden knnten. Dies wrde jedoch ber das angemessene Ma hinausgehen und dem Stilschutz nahekommen, was nicht im Sinne des Urheberrechts wre.67
Es ist jedoch fraglich, ob ein Vergleich zwischen dem Zufallsgenerator und der Bildgenerierung mittels KI zutreffend ist, da aus der Funktionsweise der ML-Modelle hervorgeht, dass insbesondere KNN genaue Einstellungen bentigen, um Ergebnisse generieren zu knnen.68
4.4.2.1.2Einordnung KI-Kunst
ffentlichkeitswirksame Kunstprojekte, wie beispielsweise das versteigerte KI-Bild Edmond de Belamy“, lassen sich der KI-Kunst zuordnen. KI-Kunst bezeichnet dabei den [] ausschlielich urheberrechtlich relevante[n] Output [] von Modellen maschinellen Lernens []“69 und nicht die statistischen Gren und Berechnungen whrend des Schaffensprozesses. Unklar ist jedoch, inwiefern diese KI-Kunstwerke urheberrechtlich geschtzt werden (knnen). Auch bei KI-Kunst ist der menschlich-gestalterische Beitrag fr die urheberrechtliche Einordnung von entscheidender Bedeutung, wobei dies je nach verwendetem ML-Modell unterschiedlich zu bewerten ist. Zur Vereinfachung wird vorgeschlagen, den Prozess in eine Vorbereitungs- und eine Gestaltungsphase zu unterteilen, wobei der menschliche Einfluss insbesondere in der Gestaltungsphase zum Tragen kommen muss.70 Eine solche Unterteilung in Phasen vor und nach dem Erwerb und der Inbetriebnahme des ML-Modells ist jedoch nicht immer mglich. Dabei wird nicht bercksichtigt, ob ML-Modelle vom Knstler selbst erstellt wurden.71
Zur Einschtzung der KI-Kunst kann man sich zwei Extreme vor Augen fhren. Ein Maler, der seine Ideen eigenhndig auf die Leinwand bertrgt, steht einer (noch) hypothetischen starken KI, die eigenstndig KI-Bilder ohne menschliches Eingreifen im Schaffensprozess erstellt, gegenber. Whrend das Gemlde des Malers klar als Werk klassifiziert werden kann, unterliegt das letztere keinem Urheberschutz. Zwischen diesen Extremen ist ein urheberrechtlicher Schutz der KI-Erzeugnisse vorstellbar, erfordert jedoch eine individuelle Prfung im Einzelfall.72
Die KI-Kunst grenzt sich von der Computer- und Zufallskunst durch die bewussten Entscheidungen der Knstler zur Beeinflussung des Outputs ab. Zwar lsst dieser die grundlegenden Parameter durch das System ermitteln, kann aber das Ergebnis individuell beeinflussen. Der Knstler muss dem ML-Modell anfangs eine Auswahl an Parametern und Trainingsdaten zur Verfgung stellen, die das Modell zum gewnschten Ergebnis fhren sollen. Da die zu treffenden Entscheidungen zwangslufig (nach heutigem Stand der Technik) von einem Menschen getroffen werden mssen, knnen auch fr die KI-Kunst die Mastbe der Computer- und Zufallskunst angelegt werden.73 [] [E]ine menschlich-gestalterische Ttigkeit liegt also beim Einsatz heute verfgbarer – generativer – KI-Systeme (fast) immer vor.“74
Kritiker dieses Ansatzes befrchten, dass das Anerkennen der vom Menschen gesetzten Rahmenbedingungen das Urheberrecht verwssern knnte. Sie sehen darin keinen eigenstndigen schpferischen Beitrag und weisen darauf hin, dass ML-Modelle erst nach dem Training die Fhigkeit zur Generierung von Bildern erlangen und sich das Endsystem somit vom Ausgangssystem unterscheidet. Dem ist jedoch die Funktionsweise der ML-Modelle entgegenzusetzen, da die Einflussnahme durch den Menschen nicht nur die Modelle selbst betrifft, sondern auch die erzielten Ergebnisse. Es scheint daher voreilig zu sein, grundstzlich anzunehmen, dass der Einsatz von ML-Modellen im Schpfungsprozess zwangslufig das Fehlen eines menschlichen schpferischen Beitrags bedeutet.75
4.4.2.2Geistiger Gehalt
Neben der Bedingung, dass ein Werk persnlicher Natur sein und ein Mensch gestalterischen Anteil am Ergebnis haben muss, ist auch der Inhalt des Werkes von Bedeutung. Eine weitere Voraussetzung ist der geistige Gehalt des Erzeugnisses (§2 Abs.2 UrhG).76 Das Werk muss [] ber das bloe sinnlich wahrnehmbare Substrat hinausgehen und eine Aussage oder Botschaft enthalten []“77, die beispielsweise Gefhle oder Gedanken des Urhebers ausdrcken.78 Es geht dabei nicht um eine sthetische Ausdrucksform. Der Gefhlsinhalt kann auf den Betrachter der Bilder verschiedene Wirkungen hervorrufen. Es stellt sich jedoch die Frage, inwiefern dies bei KI-generierten Bildern der Fall sein kann. Sollte bereits die erste Bedingung einer menschlich-gestalterischen Ttigkeit am Werk verneint werden, drfte es folglich auch keinen geistigen Gehalt besitzen.79 Auch Kritiker gehen von einem Fehlen des geistigen Gehalts bei KI-Erzeugnissen aus, da den KI-Bildern [] die kommunikativ-menschliche Bedeutungsebene [fehlt], [] [die] von ihnen nur vorgetuscht bzw. nachgeahmt [wird].“80
Jedoch kann bei der Generierung von KI-Bildern davon ausgegangen werden, dass zumindest ein Teil der Ergebnisse [] den menschlichen Geist anregen, zu Interpretationen inspirieren und mitunter auch kommunikativen Gehalt aufweisen [].“81
Entwickler der ML-Modelle, aber auch Prompter, knnen durch die eingebrachten Parameter den Stil und die Rahmenbedingungen der KI-Bilder vorgeben und somit das Ergebnis nach ihren Vorstellungen lenken. Inwiefern dabei ein geistiger Gehalt bertragen wird, ist im Einzelfall zu beurteilen und kann nicht fr alle KI-Erzeugnisse pauschalisiert werden.82
4.4.2.3Wahrnehmbarkeit und Individualitt
Die Schutzvoraussetzung, dass ein Werk fr die menschlichen Sinne wahrnehmbar sein muss, stellt im Gegensatz zu den beiden vorausgegangenen Merkmalen keine besondere Hrde dar. KI-Erzeugnisse knnen bei diesem Punkt nach den blichen Mastben geprft werden.83 Da sie durch beispielsweise KI-Bildgeneratoren am Bildschirm betrachtet werden knnen, erfllen KI-Bilder somit die Voraussetzung der Wahrnehmbarkeit. Dennoch sollte auch dieser Aspekt bei einer fallbezogenen Beurteilung nicht unbercksichtigt bleiben.84
Auch die Individualitt von KI-Erzeugnissen, [] die sich aus der Kreativitt des Urhebers ableitet“85, lsst sich grundstzlich anhand der blichen Mastbe beurteilen. Doch ist zu bedenken, dass die blichen Mastbe“ auf dem sehr traditionellen Kunstverstndnis des 19.Jahrhunderts beruhen. Darber hinaus wird das Urheberrecht im Zuge der digitalen Entwicklung durch moderne Technologien erweitert, [] die [jedoch] oftmals eine individuelle, menschlich-schpferische Ttigkeit allenfalls in Spurenelementen erkennen lassen.“86 Dies erfordert einen gewissen Gestaltungsspielraum, bei dem die Schutzuntergrenze das kleine-Mnze-Prinzip“ bildet, was wiederum eine menschlich-gestalterische Ttigkeit bei der KI-Bildgenerierung voraussetzt. Es zeigt, dass die Individualitt nicht isoliert betrachtet werden darf, sondern als Ergebnis der sich berschneidenden vorausgehenden Kriterien entsteht.87

4.4.3KI als Hilfsmittel
Es wurde festgestellt, dass KI-Erzeugnisse die Voraussetzungen gem §2 UrhG erfllen mssen, um als Werk eingeordnet zu werden. Ungeachtet dessen ist es dem Menschen erlaubt, Hilfsmittel zur Schaffung ihrer Werke einzusetzen. Ein Bildhauer verwendet beispielsweise einen Hammer und Meiel anstelle seiner eigenen Hnde, um den Stein zu formen. Fr die Beurteilung, ob der Gebrauch eines oder mehrerer Hilfsmittel das Ma nicht bersteigt, muss geprft werden, ob der Anteil des Menschen am Schaffensprozess die Bedingungen gem §2 Abs.2 UrhG berschreiten.88 Dabei ist zu beachten, [] dass der Schpfer im Grad der Untersttzung die Schpfung proportional nicht als eigengeschaffen beanspruchen kann.“89 Wenn der Mensch die KI-Erzeugnisse durch seine eindeutige Planung und przisen Anweisungen beeinflusst, ist sein Beitrag zum Schaffensprozess nicht abstreitbar. Es bleibt jedoch zu klren, inwiefern der Einsatz der KI als technisches Hilfsmittel einzuordnen ist oder ob er den denkbaren menschlichen Beitrag relativiert.90
Die Frage nach der Verbindung zwischen Werk und Urheber bei der Verwendung technischer Hilfsmittel ist nicht neu. Fotografie, Musik- und Filmwerke und Computerkunst sind nur einige Beispiele.91 Insbesondere bei der urheberrechtlichen Historie der Fotografie knnen Parallelen zur heutigen KI-Problematik gezogen werden. Whrend die urheberrechtliche Anerkennung der Fotografie im konservativen europischen Raum lange auf sich warten lie, beschloss der U.S. Supreme Court bereits 1884, dass sie urheberrechtlichen Schutz genieen.92 Inzwischen haben sie auch in das deutsche Urheberrecht Einzug gehalten und werden gem §2 Abs.1 Nr.5 UrhG als Lichtbildwerke oder gem §72 UrhG als Lichtbilder geschtzt. Der Fotoapparat wurde demnach als technisches Hilfsmittel anerkannt. Auch er bildet eine Vorgabe in Form einer Fotografie ab. Dieses Beispiel spiegelt einerseits die Notwendigkeit einer zeitintensiven Auseinandersetzung und andererseits die konservative Einstellung der europischen bzw. deutschen Rechtsprechung wider. Es gibt zudem die Hoffnung, dass in naher Zukunft konkrete Lsungen gefunden und im Urheberrecht festgehalten werden.93

4.4.4Schutz durch verwandte Schutzrechte
Auch wenn Parallelen zwischen der Fotografie und der Erzeugung KI-generierter Bilder bestehen, so bedeutet dies nicht, dass letztere automatisch urheberrechtlichen Schutz oder verwandte Leistungsschutzrechte genieen. Da KI-Erzeugnisse eine persnliche geistige Schpfung nicht zwingend voraussetzen, stellt sich die Frage, inwieweit sie im Rahmen verwandter Leistungs-schutzrechte Schutz finden.94
Es liegt nahe zu prfen, ob KI-generierte Bilder ebenfalls Leistungsschutz gem §72 UrhG genieen und anstelle einer knstlerischen Leistung das zugrundeliegende technische Verfahren geschtzt wird. §72 UrhG bezieht neben Lichtbildern auch Erzeugnisse ein, die auf hnliche Art und Weise geschaffen wurden. Voraussetzung ist jedoch die Erzeugung mittels strahlender Energie. Es ist allerdings noch nicht einheitlich bestimmt, ob dies auch Bilder einbezieht, die am Computer erstellt wurden. Dieses Kriterium wurde allerdings im Zuge der Digitalisierung in der Rechtsprechung und in der Fachliteratur aufgeweicht, wodurch ein Schutz digital erzeugter Bilder ins Feld der Mglichkeiten rckt.95
Dennoch entschieden sich das Landesgericht (LG) Berlin und Kammergericht (KG) Berlin gegen eine derartige Zuordnung, da digital erstellte Bilder am Computerbildschirm durch Befehle erzeugt werden und somit nicht lichtbildhnlich sind. Es begrndet seine Entscheidung zudem mit dem Argument, [] dass eine Einbeziehung solcher computergenerierter Grafiken in den Schutzbereich des §72 UrhG die bestehende Grenze zwischen der rein bildlichen Darstellung existierender Motive und der darber hinausgehenden bildlichen Darstellung nicht existenter Motive aufheben wrde, wodurch ferner auch die Grenzen zwischen Urheber- und Leistungsschutzrecht verschwimmen.“96 Diese Entscheidung, die auf einer nicht zeitgemen Gesetzgebung beruht, wird von vielen Seiten kritisiert. Auch das KG Berlin sieht den Handlungsbedarf beim Gesetzgeber. Ein Schutz von KI-generierten Bildern im Rahmen von §72 UrhG ist demzufolge zuknftig denkbar, jedoch aktuell nicht mglich.97
Auch die verbleibenden Leistungsschutzrechte bringen keine klaren Ergebnisse mit sich. Der Datenbankhersteller- und Investitionsschutz (§§87a ff. UrhG) knnten bei der Frage, ob ein ML-Modell an sich geschtzt werden kann, relevant werden.98 Dies ist jedoch kein Punkt der aktuellen Untersuchungen dieser Arbeit.

4.4.5KI-Erzeugnisse und Trainingsbilder
Auch wenn KI-generierte Bilder den Schutz als Werk oder verwandte Leistungsschutzrechte genieen knnten oder als zulssiges technisches Hilfsmittel anerkannt wrden, besteht dennoch die Mglichkeit, dass in Einzelfllen urheberrechtliche Vervielfltigungsrechte angegriffen werden. Dies wre der Fall, wenn der generierte Output eine Bearbeitung oder Vervielfltigung der fr das Training des ML-Modells verwendeten Trainingsdaten darstellt. Trainingsdaten und Output mssen dabei das gleiche Format aufweisen.99 Sollte das KI-Erzeugnis eine zu groe Nhe zu einem dem Trainings-prozess zu Grunde liegenden Original aufweisen, dann ergbe sich gem §15 UrhG und 16 UrhG ein urheberrechtlicher Versto.100 Betrachtet man jedoch den Trainingsprozess, wird klar, dass eine einfache Vervielfltigung der Trainingsdaten im Output per se nicht vorliegt. Die KI-generierten Bilder sind keine Kopien der Trainingsbilder, sondern verwenden lediglich eine Datenbasis, um neue, eigenstndige Werke“ mit Hilfe komplexer Berechnungen zu erschaffen.101 So bleibt es zu prfen, ob es sich bei dem Output um Bearbeitungen gem §23 UrhG bestimmter Trainingsdaten handelt. Dazu ist ein Vergleich von Original und KI-Bild notwendig. In diesem Fall wird berprft, inwiefern und in welchem Umfang die eigenschpferischen Zge des Ausgangswerkes bernommen wurden. Fr die Beurteilung zhlt der Gesamteindruck der Gestaltung.102 Stimmt dieser berein, kann man von einer Vervielfltigung des Originals ausgehen. Sollte die Gestaltung wesentlich von dem zu vergleichenden Werk abweichen, kann eine (unfreie) Bearbeitung bzw. Umgestaltung vorliegen. Weichen Original und KI-Bild im Gesamteindruck voneinander ab, dann ist von einer Bewertung als Vervielfltigung oder Bearbeitung abzusehen. Hierbei ist von einer freien Bearbeitung auszugehen, da das Original nur als Trainingsgrundlage zur Erzeugung eines neuen KI-Outputs dient.103
Die Entwicklung eines ML-Modells, das die Trainingsdaten in ihrer vollstndigen Form wiedergibt, ist zwar denkbar, allerdings bilden solcherlei Systeme eher die Ausnahme. Es ist von den Modell-entwicklern in der Regel nicht gewollt, dass Trainingsdaten im Output erkennbar sind. Sollte es dennoch vorkommen, ist dies vielmehr das Resultat eines mangelhaften Modells, wenngleich Entwickler verschiedene Vorkehrungen treffen, um dieses Overfitting zu verhindern.104
Da jedoch bereits festgestellt wurde, dass gngige ML-Modelle Vervielfltigungen von Trainings-bildern enthalten (knnen), besteht, trotz grter Bemhungen seitens der Entwickler, die Mglichkeit, dass diese im Output reproduziert werden. Insbesondere bei KI-Bildgeneratoren, die durch Text-Prompts Anweisungen erhalten, kann eine Vervielfltigung durch geschicktes Prompting provoziert werden.105
Das Prinzip des ungewollten Durchscheinens von Trainingsdaten im KI-Output unterscheidet sich von KI-Bildgeneratoren, bei denen Bilder als Input dem Modell erst nach dem Training zugefhrt werden. Ein Beispiel ist das von Google entwickelte System DeepDream. Bei diesem Bildgenerator kann der Benutzer ein eigenes Bild als Input eingeben. Darauf aufbauend ist DeepDream in der Lage, Formen oder Figuren in das Bild einzuarbeiten. Das Modell lernt aus den Trainingsdaten das Erkennen von Strukturen. Es werden somit nicht die Trainingsdaten reproduziert, sondern lediglich das Gelernte auf das extern zugefhrte Bild angewendet. Das neue Inputbild bestimmt in seinen Zgen dabei wesentlich den Output.106

4.4.6Nutzungsbedingungen bekannter KI-Bildgeneratoren
Die Durchfhrung einer umfassenden urheberrechtliche Analyse KI-generierter Bilder muss ebenso die Nutzungsbedingungen verwendeter Bildgeneratoren bercksichtigen. Diese Bedingungen regeln unter anderem die Rechte der Benutzer des KI-Tools, der Anbieter selbst und Dritter in Bezug auf den erstellten und eingegebenen Inhalt. Im folgenden Abschnitt werden die Nutzungsbedingungen der in Kapitel3.4.1 vorgestellten KI-Bildgeneratoren detailliert aufgefhrt. Dabei wird zwischen den Rechten der Benutzer, der Anbieter und Dritter in Bezug auf den Content (Input und Output) unterschieden. Einige Anbieter geben zudem Richtlinien fr den Umgang der Benutzer mit KI-generierten Bildern an (siehe Tabellen 2  10).




Tabelle 2: Nutzungsbedingungen Midjourney (Quelle: Eigene Darstellung.)

	
Midjourney

	
Nutzungsbedingungen abrufbar unter: https://docs.midjourney.com/docs/terms-of-service, (Stand: 25. 04. 2024).

	
Nutzungsbedingungen

	
Benutzer
	
Anbieter
	
Dritte

		 ·
besitzt (in vollem Umfang) alle mit Midjourney erstellten Assets (nach geltendem Recht)

	 ·
Ausnahmen bilden Bestimmungen, die im Term of service unter Beachtung der Rechte Dritter festgelegt wurden

	 ·
Unternehmen/Mitarbeiter eines Unternehmens mit Jahresumsatz >1 Mio. USD bentigen Pro/Mega-Abo, um erstellte Assets zu besitzen

	 ·
Assets bleiben in Besitz auch nach Kndigung/ Herabstufung des Abos


		 ·
Rechte gelten fr Midjourney und dessen Nachfolger

	 ·
erhalten zeitlich unbegrenzte, weltweite, nicht-exklusive, unterlizenzierbare, kostenlose, gebhrenfreie, unwiderrufliche Urheberrechtslizenz

	 ·
Urheberrechtslizenz gilt fr Vervielfltigung, Erstellung von Bearbeitungen, ffentliche Darstellung, ffentliche Auffhrung, Unterlizensierung und Verbreitung von Texten und Bildern

	 ·
betrifft Bilder, die mit Midjourney erstellt/in den Bildgenerator eingegeben wurden

	 ·
die Lizenz gilt auch, wenn eine Partei die Vereinbarung beendet (aus beliebigen Grnden)


		 ·
lediglich hochskalierte Bilder bleiben im Besitz des ursprnglichen Erstellers



	
Besonderheiten/Bemerkungen der Anbieter

		 ·
Benutzer sollen fr weitere Informationen zu den nationalen Besonderheiten zum geistigen Eigentum eigenen Anwalt konsultieren

	 ·
Bilder sind ffentlich einsehbar und remixbar“ (Bilder werden in Discord-Chatraum erstellt)

	 ·
bei Pro/Mega-Abo Stealth-Funktion nutzbar → Midjourney versucht keine Assets zu verffentlichen,  die bei aktivierter Stealth-Funktion erstellt wurden

	 ·
bei Bildgenerierung in Discord-Chatraum sind Assets trotz Stealth-Modus ffentlich zugnglich










Tabelle 3: Nutzungsbedingungen Artsmart.AI (Quelle: Eigene Darstellung.)

	
Artsmart.AI

	
Nutzungsbedingungen abrufbar unter: https://artsmart.ai/docs/legal-and-commercial/, (Stand: 25. 04. 2024).

	
Nutzungsbedingungen

	
Benutzer
	
Anbieter
	
Dritte

		 ·
Nutzer erhalten vollumfngliche Rechte an generierten Bildern

	 ·
Bilder drfen berall verwendet werden


	

	


	
Besonderheiten/Bemerkungen der Anbieter

		 ·
kommerzielle Nutzung von Bildern von Prominenten, ffentlichen Persnlichkeiten und fiktiven Figuren, die von Dritten erstellt wurden, unter Umstnden problematisch

	 ·
mgliche Verleumdungsanschuldigungen bei realistischen Bildern, die mit Tuschungsabsicht erstellt wurden










Tabelle 4: Nutzungsbedingungen Leonardo.AI (Quelle: Eigene Darstellung.)

	
Leonardo.AI

	
Nutzungsbedingungen abrufbar unter: https://leonardo.ai/terms-of-service/, (Stand: 25. 04. 2024).

	
Nutzungsbedingungen

	
Benutzer
	
Anbieter
	
Dritte

		 ·
Input und Output werden Benutzer unter Bercksichtigung der Bedingungen zugeschrieben

	 ·
Volle Urheberrechte/andere geistige Eigentumsrechte an Bildern nur bei kostenpflichtigem Abo

	 ·
keine KI-generierten  Wallpaper (mit Razers Axon Create erstellt) fr kommerzielle Zwecke erlaubt


		 ·
Rechte gelten fr Leonardo.AI und dessen Nachfolger

	 ·
Verwendung privat aufbewahrter Bilder auf Leonardo.AI nur zur Bereitstellung der Dienste fr den Benutzer

	 ·
weltweit dauerhafte Rechte fr ffentlich gestellte Bilder (Input und Output) gelten

	 ·
Leonardo.AI darf Bilder verwenden, kopieren, reproduzieren, verarbeiten, anpassen, modifizieren, verffentlichen, bertragen, abgeleitete Werke erstellen, ffentlich anzeigen, ffentlich auffhren, Unterlizenzen vergeben und verteilen

	 ·
Assets knnen der ffentlichkeit zugnglich gemacht/kommerziell genutzt werden (um Dienste bereitzustellen, aufrechtzuerhalten, zu frdern, zu verbessern)


		 ·
auch andere Benutzer erhalten weltweite, nicht-exklusive, gebhrenfreie Lizenz fr ffentlich verfgbare Assets

	 ·
Assets drfen von anderen Benutzern im Rahmen des Funktionsumfangs des Dienstes vervielfltigt, verteilt, modifiziert, angezeigt und aufgefhrt werden





	

		 ·
bei kostenloser Version sind Bilder ffentlich, alle Rechte hat Leonardi.AI (es gelten die gleichen Rechte wie bei ffentlich gestellten Bildern) 


	


	
Besonderheiten/Bemerkungen der Anbieter

	









Tabelle 5: Nutzungsbedingungen DreamStudio (Quelle: Eigene Darstellung.)

	
DreamStudio

	
Nutzungsbedingungen abrufbar unter: https://huggingface.co/terms-of-service, (Stand: 25. 04. 2024).

	
Nutzungsbedingungen

	
Benutzer
	
Anbieter
	
Dritte

		 ·
ist verantwortlich fr seine verffentlichten/ zugnglichen Inhalte

	 ·
Benutzer muss Rechte an verwendeten Assets besitzen

	 ·
verwendete Inhalte drfen nicht gegen geltendes Recht/Vorschriften/Rechte Dritter verstoen

	 ·
Benutzer besitzt erstellte Inhalte


		 ·
darf widerrechtliche Inhalte entfernen

	 ·
von Benutzer erstellte Inhalte werden nicht verkauft oder entgegen den Bedingungen verwendet

	 ·
besitzen weltweite, gebhrenfrei, nicht-exklusive Lizenz zur Nutzung, Anzeige, Verffentlichung, Vervielfltigung, Verbreitung und Erstellung abgeleiteter Werke (um Dienste bereitzustellen und anderweitig gem den festgelegten Bedingungen zu nutzen)

	 ·
bei Einstellung privat“ Schutz der Vertraulichkeit der Inhalte und vor unbefugtem Zugriff/ Offenlegung


		 ·
bei ffentlich zugnglichen, generierten Werken erhalten andere Benutzer dauerhafte, unwiderrufliche, weltweite, gebhrenfreie, nicht-exklusive Lizenz zur Nutzung, Anzeige, Verffentlichung, Vervielfltigung, Verbreitung und Erstellung abgeleiteter Werke (im Rahmen der Funktionen des Dienstes)





	
Besonderheiten/Bemerkungen der Anbieter

		 ·
Inhalte mit blicher Lizenz (z. B. Open-Source-Lizenz) behalten Status auch nach Verarbeitung (Lschung auf Verweise zur Lizenz nicht gestattet)

	 ·
Nutzung von fremden Inhalten auf eigener Gefahr










Tabelle 6: Nutzungsbedingungen DALL-E-Anwendungen und OpenAI (Quelle: Eigene Darstellung.)

	
DALL-E-3 /DALL-E-2 und OpenAI

	
Nutzungsbedingungen abrufbar unter: https://openai.com/policies/eu-terms-of-use, (Stand: 25. 04. 2024).

	
Nutzungsbedingungen

	
Benutzer
	
Anbieter
	
Dritte

		 ·
muss ber alle Rechte, Lizenzen und Genehmigungen bereitgestellten Inputs des verfgen

	 ·
behlt Inhaberrechte am Input

	 ·
stehen Rechte am Output zu

	 ·
bertragung aller Rechte, Titel und Anteile am Output 


		 ·
kann Inhalte weltweit nutzen, um Dienste bereitzustellen, aufrecht zu erhalten, zu entwickeln und zu verbessern, geltende Gesetze einzuhalten, eigene Bedingungen durchzusetzen und Dienste sicher zu halten


	


	
Besonderheiten/Bemerkungen der Anbieter

		 ·
KI-generierter Output darf nicht als menschengemacht betitelt werden

	 ·
Verwendung des Outputs zur Entwicklung konkurrierender Modelle untersagt

	 ·
Output mglicherweise nicht einzigartig

	 ·
Inhalte fr Modelltraining verwendbar (Einstellungen zu Opt-out mglich)







Tabelle 7: Nutzungsbedingungen Ideogram (Quelle: Eigene Darstellung.)

	
Ideogram

	
Nutzungsbedingungen abrufbar unter: https://twitter.com/de/tos#intlTerms, (Stand: 25. 04. 2024).

	
Nutzungsbedingungen

	
Benutzer
	
Anbieter
	
Dritte

		 ·
behlt Eigentum und Rechte an allen eigenen Inhalten, die bermittelt, verffentlicht, angezeigt werden

	 ·
keine Vergtung, wenn Inhalte an Dritte zu kommerziellen Zwecken weitergegeben werden

	 ·
mssen Rechte an Input besitzen


		 ·
besitzen weltweite, nicht ausschlieliche, unentgeltliche, unterlizenzierbare Lizenz der Inhalte

	 ·
Lizenz erlaubt Verwenden, Verffentlichen, Reproduzieren, Verarbeiten, Anpassen, Abndern, bertragen, Anzeigen, Verbreiten

	 ·
Bercksichtigung von Einstellungen zu eingeschrnkter Bereitstellung der Inhalte

	 ·
Verndern/Anpassen der Inhalte mglich


		 ·
Anbieter darf Inhalte Dritten zur Verfgung stellen, die mit Ideogram zusammenarbeiten und ihnen Rechte an Inhalten geben



	
Besonderheiten/Bemerkungen der Anbieter

	









Tabelle 8: Nutzungsbedingungen Adobe Firefly (Quelle: Eigene Darstellung.)

	
Adobe Firefly

	
Nutzungsbedingungen abrufbar unter: https://www.adobe.com/de/legal/terms.html#content, (Stand: 25. 04. 2024).

	
Nutzungsbedingungen

	
Benutzer
	
Anbieter
	
Dritte

		 ·
erhlt alle Rechte/Eigentum an eigenen Inhalten

	 ·
Unternehmen/Privatpersonen mssen ggf. sicherstellen, dass   die entsprechenden Lizenzen erworben werden


		 ·
darf Inhalte entfernen oder Zugriff beschrnken

	 ·
nicht ausschlieliche, weltweite, gebhrenfreie, unterlizenzierbare Lizenz zur Nutzung, Vervielfltigung, ffentlichen Anzeige, Verteilung, nderung, ffentlichen Auffhrung, bersetzung, Erstellung abgeleiteter Werke (zum Zweck des Betriebs/Verbesserung der Dienste/Software)

	 ·
beansprucht keine Eigentumsrechte


	


	
Besonderheiten/Bemerkungen der Anbieter

	






Tabelle 9: Nutzungsbedingungen Canva (Quelle: Eigene Darstellung.)

	
Canva

	
Nutzungsbedingungen abrufbar unter: https://www.canva.com/policies/ai-product-terms/, (Stand: 25. 04. 2024).

	
Nutzungsbedingungen

	
Benutzer
	
Anbieter
	
Dritte

		 ·
besitz Input und Output (im Rahmen der Bedingungen)

	 ·
darf Output fr jeden legalen Zweck verwenden

	 ·
trgt eigenes Risiko


		 ·
darf Inhalte auf Plattform hosten und nutzen

	 ·
beansprucht keine Urheberrechte an Inhalten


	


	
Besonderheiten/Bemerkungen der Anbieter

		 ·
Hinweis durch Benutzer erforderlich, dass Output KI-erzeugt ist (deutlich erkennbar fr Betrachter)










Tabelle 10: Nutzungsbedingungen Mindverse (Quelle: Eigene Darstellung.)

	
Mindverse

	
Nutzungsbedingungen abrufbar unter: https://www.canva.com/policies/ai-product-terms/, (Stand: 25. 04. 2024).

	
Nutzungsbedingungen

	
Benutzer
	
Anbieter
	
Dritte

		 ·
muss Rechte an zugefhrtem Input besitzen (auch wenn Zugriff ber URLs erfolgt)


		 ·
besitzt alle Rechte an Inhalten, die auf Plattform erstellt wurden

	 ·
haftet nicht fr Urheberverletzungen

	 ·
darf auch Inhalte nutzen, die ber URL eingegeben werden


	


	
Besonderheiten/Bemerkungen der Anbieter

		 ·
Gltigkeit hat das anwendbare Recht des Ortes, an dem der Anbieter seinen Sitz hat (nationales Recht des Landes des Nutzers hat Vorrang, wenn es hheren Verbraucherschutzstandard hat)

	 ·
AGBs von Stability.AI Gltigkeit



	




Die Nutzungsbedingungen und der damit verbundene Umgang mit den Rechten an In- und Output variiert sichtlich zwischen den aufgefhrten KI-Bildgeneratoren. Anbieter wie Adobe Firefly oder Canva rumen den Benutzern vollstndige Rechte an den generierten Bildern ein. Im Vergleich dazu gewhren andere Anbieter, wie z. B. Mindeverse, kaum Rechte an den erstellten KI-Bildern. Hufig werden die Nutzungsrechte sowohl dem Anbieter als auch dem Benutzer des KI-Tools zugesprochen. Die Anbieter behalten sich zudem vor, den Input, wie die eingegebenen Bilddaten des Benutzers, selbst zu nutzen oder Rechte in Form von Unterlizenzen an Dritte zu vergeben. Der Benutzer hat vorab sicherzustellen, im Besitz der Rechte am eingegebenen Material zu sein, um nicht gegen geltendes Recht zu verstoen. Die Anbieter bernehmen keine Haftung fr die Inhalte, die mit ihrer KI-Technologie erstellt wurden, und entbinden sich damit der Verantwortung.
Es gibt auch Unterschiede im Umfang der Nutzung von Input und Output je nach Art des Abonnementmodells, sei es kostenlos oder kostenpflichtig. Die Anbieter bemhen sich, sicher-zustellen, dass der Output bei kostenpflichtigen Abonnements nicht fr Dritte zugnglich ist, knnen jedoch keine Garantie dafr geben.
Die Hinweise der Anbieter variieren ebenfalls. Einige empfehlen den Benutzern, bei Fragen einen Anwalt zu konsultieren (Midjourney) und das nationale Recht zu beachten (Mindverse). Andere Nutzungsbedingungen verlangen beispielsweise, dass KI-generierte Bilder als solche gekennzeichnet werden (DALL-E/OpenAI, Canva). Auch in Bezug auf den Nutzungsumfang knnen Unterschiede zwischen Unternehmen und Privatpersonen festgestellt werden (Midjourney, Adobe Firefly).
Die Nutzungsrechte des erstellten Contents, wie sie in den Terms of Service festgehalten sind, variieren nicht nur in ihrer Qualitt, sondern auch quantitativ. Einige Anbieter machen sehr umfassende Angaben (z. B. Midjourney, Leonardo.AI), whrend andere weniger detaillierte Informationen liefern (z. B. Artsmart.AI, Canva, Mindverse). Beispielsweise fehlen Informationen zum Umgang mit Dritten oder eine Unterscheidung zwischen amerikanischen und europischen Geltungsbereichen.
Darber hinaus sind die Nutzungsbedingungen nicht immer so klar oder transparent, dass der Benutzer die selbst generierten Bilder bedenkenlos verwenden kann. Einige Plattformen nutzen ausschlielich die Technologie anderer KI-Anbieter, wodurch auch deren Nutzungsbestimmungen beachtet werden mssen (z. B. basiert Mindverse auf Stability.AI).
Es ist auerdem unklar, inwieweit die Anbieter berhaupt die Rechte an den KI-generierten Bildern einrumen knnen, da bisher nicht eindeutig geklrt wurde, ob diese nicht bereits gemeinfrei sind.
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5Flussdiagramm nach Kde
Die vorangegangenen Erluterungen zeigen deutlich, dass nach heutigem Stand der KI-Technik Menschen eine entscheidende Rolle im Schaffensprozess KI-generierter Bilder spielen und zur Erstellung eines Werkes eine menschlich-gestalterische Ttigkeit notwendig ist. Folglich muss auch geklrt werden, wem diese Ttigkeit zugesprochen werden kann. Die Frage nach der Urheberschaft stellt sich besonders dann, wenn mehr als ein potenzieller Urheber in den Schaffensprozess involviert ist. Zu diesem Thema entwickelte Dr. Lisa Kde in ihrer Dissertation ein Flussdiagramm. Aufbauend darauf soll ein Prototyp einer Webanwendung zur systematischen Lsung unkomplizierter Einzelflle entwickelt werden. Zunchst wird das benannte Flussdiagramm untersucht und kritisch betrachtet.

5.1Vorberlegung
Schpfer eines Werkes ist gem §7 UrhG der Urheber. Es kann sich dabei nur um eine natrliche Person handeln. Ihr obliegt die Beweislast. Bei digital erstellten Werken ist die Ermittlung des Urhebers meist schwerer als bei klassisch knstlerischen Werken, die beispielsweise mit einer Signatur versehen sind. Zudem stellt sich die Frage, welche Voraussetzungen erfllt werden mssen, damit ein Erzeugnis eines ML-Modells einen Urheber besitzen kann.1 Dafr kommen mehrere Flle in Betracht. Hat eine Person allein das ML-Modell entwickelt und damit das KI-Bild erzeugt, kommt nur sie als Urheber in Frage. Sind jedoch mehrere Personen beteiligt, kann entweder der Entwickler oder der Benutzer des ML-Modells als Urheber gelten. Letztlich ist auch nicht auszuschlieen, dass es keinen Urheber gibt. Dies ist zumeist dann der Fall, wenn keine menschlich-gestalterische Ttigkeit vorliegt und damit eine wesentliche Voraussetzung fehlt.2 Der Entwickler oder der Benutzer muss whrend bzw. nach dem Entwicklungsprozess die Parameter bestimmen und damit das Endergebnis beeinflussen knnen. Die Gestaltungsentscheidungen des Entwicklers drfen dabei nicht durch Entscheidungen Dritter relativiert werden. Bei mehreren potenziellen Urhebern muss eine Gesamtwrdigung der einzelnen Leistungen erfolgen.3

5.2Analyse Flussdiagramm nach Kde
Dr. Lisa Kde entwickelte im Rahmen ihrer Dissertation zum Thema Kreative Maschinen und Urheberrecht – Die Machine Learning-Werkschpfungskette vom Training ber Modellschutz bis zu Computational Creativity“ (Albert-Ludwigs-Universitt Freiburg, 2021) ein Flussdiagramm mit dessen Hilfe ein potenzieller Urheber von KI-generierten Bildern trotz zahlreicher unterschiedlicher ML-Modelle gefunden werden soll.4 Dieses Flussdiagramm stellt einen strukturierten Prozess dar, der durch eine Reihe von Ja- und Nein-Entscheidungen geleitet wird. Anhand der Prfschritte soll eine Verbindung zwischen dem gestalterischen Anteil des Entwicklers bzw. des Bedieners und dem KI-Werk“ hergestellt werden. Diese Prfkriterien folgen einem Dreistufensystem. Nachdem die Rahmenbedingungen ausgewhlt und der Gestaltungsspielraum aktiv eingegrenzt wurde, muss der Akteur eine Auswahl treffen.5 Aus diesen drei Stufen resultieren vier Mglichkeiten der Urheberschaft (siehe Abb.14):
	 1.
eine Person (zugleich Entwickler und Benutzer der KI) ist Urheber

	 2.
der Benutzer ist Urheber

	 3.
der Entwickler ist Urheber

	 4.
das Ergebnis ist de lege lata ungeschtzt


Die Kriterien, die fr eine finale Entscheidung hinsichtlich der Urheberschaft zustzlich erfllt werden mssen (geistiger Gehalt, Wahrnehmbarkeit und Individualitt), finden im Flussdiagramm keine Bercksichtigung.
Es folgt eine Vorstellung und Erklrung der einzelnen Prfkriterien des Flussdiagramms.
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Abbildung 14: Flussdiagramm nach Kde (Quelle: Kde 2021, S.196.)


1. Hat dieselbe Person das System und alle Komponenten entwickelt, ggf. Input gegeben und ggf. ein Ergebnis ausgewhlt?

Die erste Frage soll eingrenzen, ob eine oder mehrere Personen als Urheber in Betracht kommen. Beschrnkt sich der gestalterische Anteil auf eine Einzelperson, ist diese hchstwahrscheinlich der Urheber des KI-generierten Bildes. Dem msste sich gem §2 UrhG eine Prfung des geistigen Gehalts, der Individualitt und der Wahrnehmbarkeit des KI-Bildes anschlieen. Eine Person gilt als Entwickler des Systems, wenn sie dieses programmiert und ausgewhlt hat. Der Besitz der Rechte am System bzw. an der Software ist demnach nicht ausreichend. Auerdem muss diese Person dem System auch den Input, d. h. die Prompts in Form von z. B. Bildern oder Texten, zufhren und letztlich eine Auswahl aus den Ergebnissen treffen.6

2. Ist das System inputabhngig?

Sollte Frage1 verneint werden, kommen mehrere Urheber in Betracht. Nun muss ermittelt werden, ob der Anwender mit dem Start des Programms um Input zur Generierung eines KI-Bildes gebeten wird. Bei dem Input handelt es sich beispielsweise um Bilder oder Texte, die dem Programm die entsprechenden Handlungsanweisungen geben. Auf diesem Weg kann der Benutzer Einfluss auf das Ergebnis nehmen. Ist der Grad der Einflussnahme durch die Prompts nicht bekannt, knnen Methoden, wie die sog. Explainable AI, hinzugezogen werden. Sie veranschaulichen, welcher Input zu welchem Output gefhrt hat.7
2.1Wird der Input nach Bereitstellung durch potenzielle Benutzer geliefert?

Ist das System inputabhngig, bleibt zu klren, ob dieser Input durch den Entwickler vorgegeben oder durch Dritte bestimmt wird. Sollte der Benutzer den Input liefern, kann nur dieser, unter Bercksichtigung der anderen Prfkriterien, als Urheber in Betracht kommen, da er durch den Input den Output beeinflusst. Hat der Entwickler den Input in das Programm integriert, ist der Benutzer des Systems nicht fr den Input verantwortlich und kommt aufgrund mangelnder Einflussnahme als Urheber nicht in Betracht. Schlussendlich kann dem Entwickler die Urheberschaft nur zugesprochen werden, wenn dieser das System selbst einsetzt. Anderenfalls wre eine Wahrnehmbarkeit des Werkes nicht gegeben.8
2.2Art des Inputs

Wird der Input durch den Benutzer geliefert, stellt sich die Frage nach der Art des Inputs. Bildgeneratoren knnen beispielsweise eine Texteingabe, ein Bild (im Flussdiagramm als Werk bezeichnet) oder eine Anpassung der Parameter verlangen. Diese Parameter beziehen sich dabei auf das optische Erscheinungsbild der Erzeugnisse und sind nicht Teil des ML-Modells. Hufig werden in Bildgeneratoren verschiedene Einstellungsmglichkeiten bereitgestellt, wie Stil, Format, Bildart (Foto oder knstlerisch) oder die Anzahl der auszugebenden Erzeugnisse.9
2.3Ist der Gestaltungsspielraum stark eingeschrnkt?

Erfolgt der Input nur in Form von Parametern, muss geprft werden, ob diese einen ausreichend groen Gestaltungsspielraum zulassen, damit der Benutzer das Ergebnis noch im erforderlichen Mae beeinflussen kann. Ist dies nicht der Fall, scheidet der Benutzer als potenzieller Urheber aus. In diesem Fall kommt auch der Entwickler nicht in Frage, da er das System nicht selbst eingesetzt hat. Das KI-generierte Bild ist demzufolge als gemeinfrei einzustufen.10
2.4Verblasst das Werk bzw. ist der Zusammenhang zwischen Werk und Output nicht erkennbar?

Werden dem System komplexere Inputdaten, wie Bilder oder Texte (Werke) zugefhrt, gilt es zu klren, inwiefern diese das Endergebnis mageblich beeinflussen. Sollte dies nicht der Fall sein, kann bei dem Bildgenerator, anstelle von einem beeinflussbaren Hilfsmittel, lediglich von einem Zufallsgenerator ausgegangen werden. Ist der Output direkt abhngig vom Input, sollte eine Einflussnahme durch den vom Benutzer eingesetzten Input gegeben sein. Damit wre der Benutzer potenzieller Urheber. Verblasst jedoch das Werk bzw. ist der Zusammenhang zwischen Werk und Output nicht erkennbar, kann das Erzeugnis als gemeinfrei eingestuft werden.11
3. Wurde ein fremdes Modell integriert?

Wird festgestellt, dass das Modell nicht inputabhngig ist, gilt es zu prfen, ob der Entwickler als Urheber in Frage kommt und dieser sich einem fremden Modell bedient hat, das er in sein eigenes System integriert hat. In diesem Fall ist die Rolle des Entwicklers des Fremdmodells zu klren. Da dieser die Erzeugung der KI-Bilder nicht veranlasst hat, kann er nicht Urheber dieser Erzeugnisse sein. Darber hinaus ist eine Miturheberschaft gem §8 UrhG denkbar, wonach mehrere Personen ein Werk gemeinsam schaffen, ohne dass sich ihre Anteile gesondert verwerten lassen (§8 Abs.1 UrhG). Sollte der Entwickler das fremde System integrieren, ohne dass dieses genau fr diesen Zweck konzipiert wurde, scheidet eine Miturheberschaft des Fremdmodellentwicklers auch mangels kommunikativer Verbindung beider Entwickler aus.12
3.1 War das fremde Modell vortrainiert?

Damit der Entwickler trotz Zuhilfenahme eines Fremdmodells als Urheber des Gesamtsystems anerkannt werden kann, muss geprft werden, ob er das Fremdmodell verndert oder anderweitig beeinflusst hat. Dies wre der Fall, wenn das Fremdmodell nicht vortrainiert ist, d. h. Parameter nicht anhand zugefhrter Trainingsdaten optimiert wurden. Trainiert der Entwickler das Modell mit eigenen Daten, ermglicht er dem Modell das Generieren von Bildern. In dem Fall kann man von einem ausreichend groen Anteil des Entwicklers am Enderzeugnis ausgehen.13
3.2 Wurde das fremde Modell umtrainiert bzw. erweitert?

Sollte ein vortrainiertes Fremdmodell verwendet werden, kann der Entwickler dieses Modell mit seinen eigenen Trainingsdatenstzen umtrainieren bzw. erweitern. Wurden darber hinaus zustzliche strukturelle Anpassungen vorgenommen, um ein Umtrainieren zu ermglichen, wird eine Urheberschaft des Entwicklers des Gesamtsystems wahrscheinlicher.14
3.3 Wurden sonstige nderungen an dem fremden Modell vorgenommen?

Sollten noch weitere Vernderungen am Fremdmodell vorgenommen werden, die das Ergebnis mageblich beeinflussen, begnstigt das die Urheberschaft des Entwicklers des Gesamtmodells.15
3.4 Wurden mehrere Modelle kombiniert?

Wenn mehrere (unvernderte) Modelle miteinander kombiniert wurden, kommt auch der Entwickler des Gesamtsystems fr eine Urheberschaft in Betracht, da dieser die Entscheidung getroffen hat.16
3.5 Ist das fremde Modell inputabhngig?

Auch das fremde Modell kann inputabhngig sein. Der Entwickler ist dennoch in der Lage das Ergebnis zu beeinflussen. So ist es beispielsweise mglich, dass dem Fremdmodell der Input ber das Gesamtmodell zugefhrt wird, mit dem das Fremdmodell anschlieend den Output generiert.17
3.6 Erzeugt das fremde Modell mehrere Ergebnisse?

Wenn das Fremdmodell mehrere Erzeugnisse generiert, kann der Entwickler entsprechend seinen Vorstellungen eine Auswahl treffen. Dies allein ist noch nicht ausreichend fr eine Urheberschaft, lsst jedoch den Einfluss des Fremdmodells verblassen.18
3.7 Wird das Ergebnis des Fremdmodells im Gesamtsystem verndert?

Wenn das Fremdmodell einen Output erzeugt, besteht noch die Mglichkeit, dass das Gesamtsystem das Ergebnis wesentlich verndert. In diesem Fall knnte der Entwickler Urheber sein. Anderenfalls ist das KI-Bild als gemeinfrei einzustufen.19
4. Erzeugt das System mehrere Ergebnisse?

Sollte das System mehrere Ergebnisse ausgeben, kann der Entwickler seine Vorstellungen vom Endergebnis zum Ausdruck bringen, in dem er ein Ergebnis auswhlt, das diesen am ehesten entspricht.20
4.1 Wurde eine Selektionsentscheidung implementiert?

Gibt das System nur ein Erzeugnis aus, besteht die Mglichkeit, dass die Auswahl durch den Entwickler bereits im Vorfeld im System implementiert wurde. Ist diese Vorauswahl einer manuellen gleichzusetzen, kommt der Entwickler als Urheber in Frage. Anderenfalls handelt es sich um ein Zufallsergebnis, das keinen Zusammenhang zwischen dem Ergebnis und dem Entwickler aufweist.21
5. Wurde das System durch den Entwickler eingesetzt?

Obgleich der Entwickler wesentliche prgende Schritte im Rahmen der Systemimplementierung vorgenommen hat, so kann ihm das Ergebnis als Werk doch nur dann zugerechnet werden, wenn er es auch ist, der das System zur Werkerzeugung einsetzt. Ansonsten steht auch in diesem Fall das Werk mangels Urheber schutzlos da. Mgliche Konstellationen, bei denen eine Miturheberschaft (§8 UrhG) von Entwickler und Benutzer des Systems in Frage kmen, setzen voraus, dass beide miteinander denselben Plan und dasselbe Ziel verfolgen und wissentlich kooperieren. Dies muss auch bei der Entwicklung eines ML-Modell mit mehreren Entwicklern bercksichtigt werden. Dabei handelt es sich jedoch um seltene Einzelflle, die einer genauen Betrachtung bedrfen.22

5.3Kritische Auseinandersetzung
Das vorliegende Flussdiagramm wurde bereits im Jahr 2021 entwickelt. Jedoch hat sich die KI-Technik seither weiterentwickelt und ffentlich zugngliche Bildgeneratoren haben ihren Funktionsumfang erweitert. Damit mssen auch neue Bewertungsmastbe in Bezug auf die Funktionalitt und praktische Anwendbarkeit des Flussdiagramms definiert werden.
Ziel des Flussdiagramms ist es u. a., dass eine mglichst groe Anzahl an unterschiedlichen ML-Modellen auf den Ablauf anwendbar ist. So wurde insbesondere eine technische Herangehensweise gewhlt, um alle Eventualitten abzudecken. Doch werden gerade deshalb die Besonderheiten von Bildgeneratoren nicht angemessen bercksichtigt. Bildgeneratoren knnen verschieden aufgebaut sein. So knnen sie beispielsweise sowohl Bild- als auch Texteingaben sowie Parameter verarbeiten, die durch den Benutzer oder den Bildgenerator selbst eingegeben werden. Kde bedenkt zwar, dass unterschiedliche Modelle mit einem Input in Form von Parametern oder Werken arbeiten knnen, bercksichtigt jedoch nicht, dass auch eine Kombination beider Inputs mglich ist. Auch die Eingabe von Textprompts finden keine hinreichende Beachtung. Dies fhrt zu einer unzureichenden Erfassung der Funktionsweise solcher Systeme.
Des Weiteren werden die Fragen im Flussdiagramm nicht gewichtet, obwohl ihr Einfluss auf die Beurteilung der generierten Werke unterschiedlich stark sein kann. Es wird nicht deutlich aufgezeigt, welche Fragen essenziell fr die Bewertung der Urheberfindung sind, was zu einer ungenauen Einschtzung fhren kann.
berdies fehlt eine ausreichende Bercksichtigung wichtiger rechtlicher Aspekte. Das Flussdiagramm hinterfragt nicht, ob die Inputdaten bereits urheberrechtlich geschtzte Werke sind und eine Verwendung zum Generieren der KI-Bilder mglicherweise unzulssig ist. Des Weiteren werden Personen, die die Rechte am verwendeten System besitzen nicht einbezogen. Dies kann zu rechtlichen Unsicherheiten fhren und sollte daher in die Bewertung integriert werden. Auch eine Zusammenarbeit zwischen dem Entwickler und mglichen Miturhebern bleibt im Flussdiagramm unbercksichtigt.
Fr eine Umsetzung des Flussdiagramms in eine Webanwendung ist auch die praktische Umsetz-barkeit zu bewerten. Die Struktur bietet keine Mglichkeit, Fragen bei Nichtwissen zu berspringen. Dies erschwert die Anwendung des Diagramms und kann zu ungenauen oder falschen Ergebnissen fhren. Darber hinaus ist die Anwendung des Flussdiagramms fr Benutzer nicht eindeutig genug, da Begriffe wie Input oder Parameter missverstndlich sind. So knnen unter Input auch der Input in Form von Trainingsdaten und unter Parameter die technischen Einstellungen in ML-Modellen verstanden werden. Zudem ist es fraglich, ob ein Laie ber das technische Vorwissen verfgt, um das Flieschema richtig einzusetzen, sollte es identisch in eine Webanwendung bertragen werden. Die korrekte Anwendung erfordert ein gewisses Ma an Fachkenntnissen und Informationen.
Ein weiterer Kritikpunkt ist, dass sich das Flussdiagramm nur auf den menschlich-gestalterischen Aspekt bezieht. Fr die urheberrechtliche Einordnung sind aber auch der geistige Gehalt, die Wahrnehmbarkeit und die Individualitt der Bilder von Bedeutung. Wrde das Flussdiagramm in dieser Form auf eine Webanwendung bertragen, knnte es bei Benutzern ohne juristische Vorkenntnisse zu Missverstndnissen fhren.
Um eine przise und umfassende Einschtzung zur mglichen Urheberschaft zu gewhrleisten, ist eine Anpassung des Flussdiagramms vor einer bertragung in eine Webanwendung notwendig.
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6Entwicklung Prototyp einer Webanwendung

6.1Webanwendung zur Urheberermittlung KI-generierter Bilder

6.1.1Begriffliche Einordnung Webanwendung
Webanwendungen (auch Webapplikation, fr Online-Anwendung, Web-App), wie zum Beispiel die Online-Dienste eBay, Google-Mail oder booking.com, sind betriebssystemunabhngige Programme, die mit jedem internetfhigem Gert ber den Browser abrufbar sind. Dazu mssen sie nicht lokal auf dem Gert installiert werden, was sie von klassischen (nativen) Apps unterscheidet. Basierend auf JavaScript, HTML oder CSS bieten Webanwendungen eine Plattform ntzlicher Funktionen und Dienste. Eine klare Abgrenzung zu herkmmlichen Websites ist nicht immer eindeutig. Im Unterschied zur Vermittlung statischer Informationen einer Website, stellen Webanwendungen Serviceleistungen mit handlungsorientierten und interaktiven Elementen bereit. Technologien wie AJAX (Asynchronous JavaScript and XML) ermglichen die Aktualisierung der Inhalte ohne vollstndiges Neuladen der Seite.1

6.1.2Konzept Webanwendung Urheber identifAIer“
6.1.2.1Zweck
Mit dem erfolgreichen Einzug von KI-Technologien in den Alltag der Menschen ergeben sich einerseits neue Mglichkeiten, andererseits wachsende Unsicherheiten im Umgang mit KI-Erzeugnissen. Insbesondere die Nutzung von KI-generierten Bildern ist urheberrechtlich umstritten. Daher scheuen sich Privatpersonen und Unternehmen vor dem Einsatz von KI-Bildern fr kommerzielle Zwecke, da sie rechtliche Konsequenzen befrchten. Diese Absicherung verhindert jedoch ein Ausschpfen des Potenzials von KI-Bildgeneratoren. Eine firmeninterne rechtliche Prfung erstellter KI-Bilder ist meist sehr langwierig. Aus der Verschiebung zeitlicher Ablufe ergeben sich unter Umstnden Zeitdruck und wirtschaftliche Einbuen.
Die im Rahmen dieser Arbeit entworfene Webanwendung Urheber identifAIer soll Unternehmen und Privatpersonen in ihrer Rolle als Entwickler und/oder Benutzern von KI-Bildgeneratoren eine kostenlose urheberrechtliche Einschtzung ihrer KI-generierten Bilder bieten, durch die der Benutzer der Webanwendung seinen Anteil an den erstellten KI-Bildern besser nachvollziehen kann. Sie soll jedoch keine anwaltliche Beratung ersetzen, kann aber als Untersttzung in einer professionellen Rechtsberatung hinzugezogen werden.
6.1.2.2Zielgruppe
Grundstzlich spricht die Webanwendung alle Personen oder Institutionen (bzw. deren Vertreter) an, die selbst ein KI-Bild erstellt haben und mehr zu deren Schutzbarkeit erfahren mchten.
Die Web-App kann vor allem Privatpersonen aus der Kreativ- und Medienbranche untersttzen, die als Entwickler oder/und Benutzer mit KI-Bildgeneratoren in Berhrung kommen. Zudem spricht sie Unternehmen an, die KI-Bilder beispielsweise fr Marketingzwecke verwenden oder diese in ihre Produkte/Dienstleistungen integrieren wollen.
Die Benutzer der Webanwendung bentigen bei der Bedienung kein tiefgreifendes technisches und juristisches Vorwissen.
Die demografischen Daten der Nutzergruppe der Web-App orientieren sich an den statistischen Nutzerzahlen der beliebtesten KI-Bildgeneratoren, wie Stable Diffusion oder Midjourney. Letztere Plattform wird von knapp 16Millionen Nutzern in einem Alter zwischen 18 und 34 Jahren zu 68 % aus Spa oder fr Social Media Content und zu 32 % fr professionelle Zwecke verwendet.2
Daraus ergeben sich fr die Nutzer der Webanwendung Urheber identifAIer folgende Merkmale der Zielgruppe im professionellen bzw. nicht gewerblichen Kontext:


Tabelle 11: Merkmale Zielgruppe Webanwendung im professionellen Kontext (Quelle: Eigene Darstellung.)

	
Merkmale Zielgruppe (professionell)

	
Altersgruppe
	
18  34Jahre

	
Geschlecht
	
mnnlich, weiblich, divers

	
Wohnort
	
Deutschland, sowohl Stadt als auch Land

	
Beruf
	
z.B. Entwickler (Softwareingenieur); Mediengestalter/-produzenten; Influencer

	
Ttigkeitsfelder
	
Medien-/ Kunst-/ Design-/ Kultur-/ Verlagsbranche, Informatik, Recht

	
Interessen
	
KI, neue Technologien, Soziale Medien, Kunst, Fotografie, Film, Gestaltung, Gaming, Comic, Manga, Bcher, Urheberrecht, Wirtschaft

	
Bedrfnisse/Ziele
	
Klrung der Urheberrechte an KI-generierten Bildern; schnelle, eindeutige, direkte, wiederholbare, kostengnstige Lsung/Antwort/ Auswertung; rechtliche Absicherung (Vermeidung von Urheberrechts-versten); Lizenzen von KI-Bildern verkaufen (Profitsteigerung); Besonderheiten von KI-Bildgeneratoren verstehen und bercksichtigen





Tabelle 12: Merkmale Zielgruppe Webanwendung im nicht gewerblichen Kontext (Quelle: Eigene Darstellung.)

	
Merkmale Zielgruppe (nicht gewerblich)

	
Altersgruppe
	
18  50Jahre

	
Geschlecht
	
mnnlich (grerer Teil), weiblich, divers

	
Wohnort
	
Deutschland, sowohl Stadt als auch Land

	
Beruf
	
unbestimmt

	
Ttigkeitsfelder
	
unbestimmt

	
Interessen
	
KI, neue Technologien, Soziale Medien, Kunst, Fotografie, Film, Gestaltung, Gaming, Comic, Manga, Bcher, Urheberrecht

	
Bedrfnisse/Ziele
	
KI-Bilder fr Social Media verwenden; kreativ Ideen umsetzen (auch in Ermangelung an knstlerischen Fhigkeiten); Inspirationen; schnelle, eindeutige, einfach zu bedienende, direkte, wiederholbare, kosten-gnstige, frei zugngliche Lsung zur Beantwortung urheberrechtlicher Fragen in Bezug auf eigenes KI-Bild; Nutzungsbedingungen von verwendeten KI-Bildgeneratoren verstehen



6.1.2.3Funktionsweise
Zur Ermittlung des Urhebers eines KI-generierten Bildes wird der Benutzer des Urheber identifAIer durch eine Reihe von Fragen gefhrt. Diese erfordern eine Ja-/Nein-Entscheidung oder eine konkrete Auswahl aus vorgegebenen Antwortmglichkeiten. Die Eingaben folgen einer vorgegebenen Systematik (siehe Abb.15) und mnden in einer ersten Einschtzung. Anschlieend knnen die Benutzer eine detaillierte Zusammenfassung mit direktem Bezug zu ihren Antworten per E-Mail anfordern.
Bereits im Verlauf der Bearbeitung gibt die Anwendung Aufschluss ber den aktuellen Stand. Der Benutzer kann den Fortschritt verfolgen und damit verstehen, wie die jeweilige Antwort das Ergebnis beeinflusst. Untersttzend stehen dem Benutzer bei Unklarheiten kurze Erluterungen zu jeder Frage zur Verfgung. Diese sollen Missverstndnisse vermeiden und eine przise Beantwortung ermglichen. Ein berspringen von Fragen ist mglich, fhrt allerdings zu ungenauen und uneindeutigen Ergebnissen, worauf der Benutzer durch die Anwendung hingewiesen wird.
6.1.2.4Aufbau und Struktur
Der Urheber identifAIer baut zwar grundstzlich auf dem Flussdiagramm Kdes auf, wurde in seiner Struktur jedoch an die Anforderungen einer Webanwendung angepasst und erweitert.

Die Webanwendung ist primr auf die Beurteilung KI-generierter Bilder ausgelegt, ermglicht jedoch auch ein Abstrahieren der Fragen und Ergebnisse auf andere KI-Erzeugnisse.

Whrend sich Kde auf ein Dreistufensystem zur Einschtzung des menschlich-gestalterischen Anteils an einem KI-Werk“ beschrnkte, geht die Webanwendung einen Schritt weiter. Sie bercksichtigt auerdem Besonderheiten ausgewhlter KI-Anbieter (Nutzungsbedingungen), mgliche Miturheber-schaften und Fragen zu den verbleibenden Werk-Kriterien Individualitt, Gestaltungshhe und Wahrnehmbarkeit. Die hinzugefgten Prfschritte fhren zu genaueren Ergebnissen, die sich mehr an den Bedrfnissen und Ausgangssituationen der Benutzer der Webanwendung orientieren.

Auch sprachlich unterscheidet sich die Webanwendung von Kdes Flussdiagramm. Die Benutzer werden direkt angesprochen. Vereinfachte Formulierungen der Fragen und Erklrtexte verzichten auf komplizierte technische oder juristische Begriffe und sind somit auch fr Laien leicht verstndlich. Darber hinaus sorgt eine bersichtliche und nachvollziehbare Benutzeroberflche fr ein effektives Arbeiten und ein schnelles Erreichen eines Ergebnisses.

Eine weitere Anpassung an den praktischen Nutzungskontext erfolgte in Bezug auf die Ergebnisse. Der Benutzer verwendet den Urheber identifAIer in den meisten Fllen mit dem Ziel zu erfahren, ob er selbst der Urheber des KI-Bildes ist. Daher werden bei der Ergebnisformulierung die vier, in Kdes Flussdiagramm eingebauten, mglichen Urheber auf zwei Ergebnisse reduziert. Entweder ist das KI-Bild ungeschtzt oder der Benutzer der Webanwendung kann als Urheber angesehen werden. Auf Besonderheiten, die sich durch die Beantwortung der Fragen ergeben, wird in den jeweiligen Auswertungen gesondert eingegangen.
Es folgt eine Vorstellung und Erklrung der einzelnen Prfkriterien des berarbeiteten Fluss-diagramms, auf dem die Webanwendung Urheber identifAIer beruht.

Die roten Ovale geben den Start und das Ende der mglichen Pfade an. Die blauen Rechtecke beinhalten die Fragen, die auch im Prototyp bernommen wurden. Die Nummerierung der Fragen erfolgt aus bersichtlichkeitsgrnden und entspricht nicht der Reihenfolge der Fragen. Die Rauten geben die Entscheidungsvarianten vor, die an den Pfaden (Pfeilen) vermerkt sind (siehe Abb.15).
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Abbildung 15: Flussdiagramm fr Webanwendung (Quelle: Eigene Darstellung.)


1. Start: Landingpage

Die Landingpage (Startseite) gibt dem Benutzer der Webanwendung einen ersten berblick ber das Thema und die wesentlichen Funktionen der Web-App. Von der Landingpage aus startet die Webanwendung. Eine Anmeldung bzw. Registrierung ist dazu nicht notwendig.
2. Hast du einen dieser KI-Anbieter zur Erstellung des generierten Bildes verwendet? Whle aus.

Die erste Frage der Webanwendung liefert eine Vorauswahl ber ausgewhlte KI-Anbieter, die bereits in dieser Arbeit vorgestellt wurden (siehe Tab.2  10). Die Funktionsweise und Nutzungsbedingungen der Anbieter grenzen die Mglichkeiten ein. Sollte keiner der angegebenen KI-Bildgeneratoren verwendet oder ein eigener entwickelt worden sein, kann dies ebenfalls ausgewhlt werden.
3. Hast du das KI-Bild als Privatperson oder fr ein Unternehmen erstellt?

Die Nutzungsbedingungen der einzelnen KI-Anbieter lassen przisere Fragen zu. KI-Anbieter unterscheiden in ihrem Funktions- und Nutzungsumfang zwischen der privaten Verwendung des KI-Bildgenerators und dem Einsatz des KI-Tools fr ein Unternehmen. Um in der Auswertung anbieter-spezifische Besonderheiten zu bercksichtigen, muss eine Angabe dazu im Frageteil erfolgen.
4. Hast du zur Erstellung des KI-Bildes deine eigene KI-Technologie entwickelt und alle zugehrigen Komponenten erstellt und evtl. Inhalte eingebracht und ein generiertes Ergebnis ausgewhlt?

Siehe Kapitel5.2 (Frage1)
5. Fr welche Zwecke mchtest du das KI-Bild nutzen? kommerziell/nicht kommerziell

Die Bedeutung des Verwendungszweckes ergibt sich aus den Nutzungsbedingungen der verwendeten KI-Anbieter. Sie unterscheiden zwischen einer kommerziellen und einer nicht kommerziellen Nutzung erstellter KI-Bilder. Die meisten KI-Anbieter billigen die Verwendung der Bilder zweckunabhngig. In einzelnen Fllen werden die Rechte des Urhebers im Rahmen der Nutzungsbedingungen eingeschrnkt. Beispiele fr kommerzielle und nicht kommerzielle Zwecke dienen dem Benutzer der Webanwendung an dieser Stelle der leichteren Beantwortung der Frage.
6. Bist du Entwickler oder Benutzer eines KI-Bildgenerators?

Sollten weder Punkt 2 noch Punkt 4 bejaht werden, gilt es festzustellen, ob es sich beim Benutzer der Webanwendung um den Entwickler des KI-Bildgenerators oder lediglich um den Benutzer eines KI-Bildgenerators handelt. Diese Frage sichert zudem eine Fehleinschtzung in Punkt zwei ab, wenn anstelle von Ich habe einen anderen KI-Anbieter genutzt“ die Verneinung (X-Button) ausgewhlt wurde. Handelt es sich beim Benutzer um den Entwickler eines KI-Modells kann zustzlich von einem tieferen technischen Verstndnis ausgegangen werden, was sich inhaltlich und sprachlich in den darauffolgenden Fragen widerspiegelt.
7. Hast du bestimmte Eigenschaften von Bildern oder sogar konkrete Inhalte wie Bilder, Texte etc. selbst eingegeben, um das KI-Bild zu erstellen? Welcher Art waren deine Eingaben?

Mit dieser Frage soll der menschlich-gestalterische Anteil am erzeugten Bild nher bestimmt werden. Dazu whlt der Benutzer aus den drei Antwortmglichkeiten Inhalt, Bildeigenschaften oder beides aus. Inhalt meint dabei konkrete Werke, die beispielsweise in Form von Bildern oder Texten dem Bildgenerator zugefhrt werden, um darauf Bezug nehmen zu knnen. Bildeigenschaften geben die Parameter an, die die Merkmale eines Bildes mageblich beeinflussen. Dazu gehren z. B. der Stil oder das Format eines Bildes. Einige Bildgeneratoren bieten auch die Mglichkeit, sowohl Inhalte als auch Bildeigenschaften einzugeben, um das KI-Bild weiter zu beeinflussen.
8. Hast du als Benutzer eine Anwendung verwendet, die spezifische Angaben bentigt, um ein KI-Bild zu erstellen, wie zum Beispiel Text oder Bilder?

Sollte eine andere als die vorgegebenen KI-Anwendungen verwendet werden, ist zu ermitteln, ob diese bestimmte Vorgaben des Benutzers bentigt, um ein KI-Bild zu generieren oder ob sie selbst-stndig handelt.
9. Hast du als Entwickler des KI-Tools ein fremdes Modell in das System eingebaut?

Siehe Kapitel5.2 (Frage3)
10. Welche Inhalte hast du dem Bildgenerator als Vorlage zur Verfgung gestellt?

Es werden folgende Inhalte als Auswahl vorgegeben: Gemlde, Zeichnung, Text, Sprache, Foto, Film, Musik, Andere.
11. Welche Bildeigenschaften hast du vorgegeben?

Es werden folgende Bildeigenschaften vorgegeben: Bildformat, Bildtyp (z. B. Foto), Stilepoche, Kamerawinkel, Designstil, Technik, Effekte, Konzept, Material, Farbe und Ton, Licht, Andere.
12. Hast du als Benutzer des Bildgenerators selbst etwas eingegeben oder bearbeitet?

Bei dieser Frage gilt es zu klren, ob der Benutzer der Webanwendung selbst durch seinen menschlich-gestalterischen Anteil als Urheber in Frage kommen kann. Sollte sie verneint werden, wird das KI-Bild als ungeschtzt eingestuft. Eine Prfung der Urheberrechte Dritter erfolgt nicht, da die Webanwendung eine Beurteilung nur aus der Sicht des Benutzers ausgibt.
13. Wurde dieses fremde Modell bereits mit Bildern, Texten usw. vortrainiert?

Siehe Kapitel5.2 (Frage3.1)
14. Wurde das fremde Modell direkt fr das Gesamtsystem (das gleiche Ziel) entwickelt?

Ob das fremde Modell mit dem gleichen Ziel bzw. fr das Gesamtsystem entwickelt wurde, gibt einen Hinweis darauf, ob der Entwickler des fremden Modells als Miturheber am KI-Bild in Frage kommt.
15. Wurde dieses fremde Modell durch den Entwickler mit seinen Daten und Vorgaben umtrainiert?

Siehe Kapitel5.2 (Frage3.2)
16. Sind deine Eingaben und Vorgaben im erzeugten KI-Bild erkennbar bzw. knnen sie mit dem Erzeugnis in Zusammenhang gebracht werden?

Siehe Kapitel5.2 (Frage2.4)
17. Welche Inhalte und Bildeigenschaften hast du dem Bildgenerator vorgegeben?

Neben den in Frage10 und 11 aufgezhlten Inhalten und Bildeigenschaften, geben einige Bild-generatoren auch die Mglichkeit, das Verhltnis von dem eingegebenen Bild und dem KI-Bild durch den Benutzer des Bildgenerators festzulegen. Dabei geht es darum, mit welcher Intensitt die Merkmale, der Stil oder die Effekte des Vergleichsbildes im KI-Bild durchscheinen.
18. Wird deine Kreativitt stark begrenzt, zum Beispiel durch klare Regeln oder Vorgaben, die von dem Bildgenerator festgelegt werden?

Siehe Kapitel5.2 (Frage2.3)
19. Kann das fremde Modell auch ohne dein System verwertet werden?

Diese Frage prft eine mgliche Miturheberschaft. Wenn das fremde System auch unabhngig vom Einsatz im Gesamtsystem verwertet werden kann, ist eine Miturheberschaft des Entwicklers des fremden Systems auszuschlieen.
20. Wurden sonstige nderungen, die sich auf das KI-Bild auswirken am fremden Modell vor-genommen?

Siehe Kapitel5.2 (Frage3.3)
21. Spiegelt das erzeugte KI-Bild deine Vorstellungen, Gefhle und Gedanken wider? UND Wirkt das KI-Bild inspirierend bzw. hat es eine tiefere Bedeutungsebene, die durch dich beeinflusst wurde?

Nach der Feststellung eines menschlich-gestalterischen Anteils am KI-Bild ist das KI-generierte Bild zustzlich auf seinen geistigen Gehalt zu berprfen. Ist die bertragung der inneren Gedanken und Vorstellungen des Erstellers in dem Erzeugnis erkennbar, kann von einem geistigen Gehalt des Bildes ausgegangen werden.
22. Kann das KI-Bild durch ein Wiederholen der eingegebenen Parameter in den verwendeten Bild-generator reproduziert werden?

Damit das Bild letztlich als Werk eingestuft werden kann, muss es neben dem menschlich-gestalterischen Anteil und dem geistigen Gehalt auch das Kriterium der Individualitt erfllen. Eine Mglichkeit bietet dabei die Prfung der Reproduzierbarkeit des KI-Bildes. Dazu msste der Ersteller nach Wiederholung aller unternommenen Schritte ein identisches KI-Bild erzeugen knnen. In der Webanwendung wrde ein Verneinen der Frage das Bild als ein Werk ausschlieen. Es bleibt jedoch im Einzelfall zu prfen, ob die Individualitt des KI-Bildes auf eine andere Art erfllt sein kann.
23. Gab es einen Austausch zwischen dir und dem Entwickler des fremden Modells, um das gemeinsame Ziel zu erreichen?

Fr eine Miturheberschaft des Entwicklers eines fremden Modells ist es nicht ausreichend, dass das Modell fr ein gemeinsames Ziel entwickelt wurde und nur in diesem Zusammenhang verwertet werden kann. Entscheidend ist zudem, dass eine Kommunikation zwischen dem Entwickler des Fremd- und des Gesamtmodells stattgefunden hat.
24. Wurden mehrere Modelle zu einem Gesamtsystem durch den Entwickler miteinander kombiniert?

Siehe Kapitel5.2 (Frage3.4)
25. Bentigt das fremde Modell einen Input durch den Entwickler des Gesamtsystems?

Siehe Kapitel5.2 (Frage3.5)
26. Ergebnis: du bist Urheber (evtl. mit Miturheber oder Lizenzen fr KI-Anbieter)

Das Ergebnis ist von dem Pfad der beantworteten Fragen abhngig. Die persnliche Ansprache des Benutzers vermittelt eindeutig, ob er Urheber oder das Bild gemeinfrei ist. Ob es sich dabei um den Entwickler oder den Benutzer des KI-Bildgenerators handelt, ergibt sich aus den vorangestellten Fragen. Deren Beantwortung setzt voraus, dass sich der Benutzer der Webanwendung seiner Rolle bei der Erstellung des KI-Bildes bewusst ist. Unter Umstnden ergeben sich auch Rechte Dritter an den Bildern. KI-Anbieter knnen in ihren Nutzungsbestimmungen Rechte an den Bildern einfordern. Eventuell gibt es Miturheber, die das fremde Modell entwickelt haben. In diesen Fllen erhlt der Benutzer der Webanwendung entsprechende Hinweise in der Auswertung seiner berprfung.
27. Ergebnis: ungeschtzt

Damit ein KI-Bild als Werk eingestuft und demnach einen Urheber besitzen kann, mssen die Kriterien eines menschlich-gestalterischen Anteils, des geistigen Gehalts, der Individualitt und der Wahrnehmbarkeit erfllt sein. Letzteres wird in der Regel bei der Verwendung der Webanwendung vorausgesetzt. Erfllt das KI-Bild die Kriterien nicht, ist ein urheberrechtlicher Schutz auszuschlieen.
28. Gibt der Bildgenerator mehr als ein Erzeugnis aus, aus denen du ein KI-Bild auswhlen kannst?

Siehe Kapitel5.2 (Frage4)
29. Gibt das fremde Modell mehr als ein Ergebnis aus?

Siehe Kapitel5.2 (Frage3.6)
30. Hat der Entwickler bereits vor dem Einsatz des Bildgenerators eine Vorauswahl getroffen?

Siehe Kapitel5.2 (Frage4.1)
31. Hat der Entwickler das System selbst zur Erzeugung von KI-Bildern eingesetzt?

Siehe Kapitel5.2 (Frage5)

6.2Umsetzung als Prototyp

6.2.1Begriffliche Einordnung Prototyp
Der Programmierung einer Webanwendung geht die Entwicklung eines Prototyps voraus, dessen Aufgabe es ist, die Konzeption, Funktionalitt und Gestaltung zu demonstrieren, ohne Anspruch auf Vollstndigkeit zu erheben. Die Erstellung eines Prototyps dient zudem einer Prfung der Anwendbarkeit und soll vor Fehlinvestitionen schtzen.3
Dabei bedient man sich verschiedener Arten von Prototypen, die sich hinsichtlich ihrer Interaktivitt und dem Abbildungsgrad der finalen Webanwendung abgrenzen.4
	 ·
Low-Fidelity-Prototypen (statisch, einfache Darstellung der Funktionen, kostengnstig)

	 ·
High-Fidelity-Prototypen (interaktiv, genauere Darstellung der Webanwendung)

	 ·
Funktionsprototypen (przisere Darstellung der finalen Anwendung zur Demonstration und Kontrolle)

	 ·
Klickprototyp (interaktiv, verlinkte Frames, klickbare Elemente)5



6.2.2Prototypentwicklung
6.2.2.1Umsetzung mit Adobe XD
Die Webanwendung Urheber IdentifAIer wird als Klickprototyp im Programm Adobe XD umgesetzt. Das Programm ist zum einen ber die Adobe Creative Cloud zugnglich und bedient zum anderen alle notwendigen Funktionen fr die Erstellung des geplanten Prototyps.
Mit Adobe XD ist es mglich, Frames und Elemente zu gestalten und verschiedene Elementzustnde festzulegen. So lassen sich beispielsweise das Umschalten eines Buttons oder ein Hover-Zustand nachbilden. Der Struktur des Flussdiagramms entsprechend knnen die einzelnen Frames und Elemente miteinander verknpft werden, wodurch der Prototyp interaktiv und testbar wird und die Funktionsweise der Webanwendung simuliert. Aufgrund der Funktionsweise von Adobe XD ist eine strukturgleiche bersetzung des entwickelten Flussdiagramms in das Programm technisch mglich, aber nicht zielfhrend. Damit alle Varianten zu einem individuellen Ergebnis fhren, msste mit jeder Entscheidung bzw. Auswahl durch den Benutzer der Anwendung jeweils ein neuer Pfad erstellt werden. Da dadurch die Anzahl der Pfade mit jeder Frage potenziert wird, kann eine allumfassende Gestaltung bzw. Entwicklung des Prototyps im Rahmen dieser Arbeit nicht geleistet werden. Aufbau und Gestaltung des Prototyps ermglichen jedoch einen Einblick in alle relevanten Optionen. Im Rahmen des User-Tests wurden nur die Pfade der KI-Anbieter Midjourney und Adobe Firefly ausgearbeitet, da sie zu den meistgenutzten und qualitativ besten KI-Bildgeneratoren gehren.
6.2.2.2Visuelle Gestaltung
Die visuelle Gestaltung der Webanwendung verbindet den sthetischen Aspekt der Anwendung mit der Erhhung der Benutzerfreundlichkeit. Dabei spielen berlegungen zur Anordnung und Prsentation visueller Elemente einer Webanwendung, wie z. B. Farben, Typografie, Layout, Grafiken und andere Designkomponenten, eine zentrale Rolle.
Unter Bercksichtigung einer jngeren Zielgruppe gestaltet sich das Webdesign modern und zeitlos. Der freundlich und einladend wirkende weie Hintergrund wird zustzlich durch grne (RGB 224; 225; 200) und orangefarbene (RGB 226; 94; 28) Akzente unterbrochen. Die Farbauswahl ist den KI-Bildern der Landingpage entnommen und bildet ein harmonisches Zusammenspiel. Auf dem beruhigenden Grnton heben sich orangefarbenen Elemente deutlich ab.
Anwendung findet der Orangeton auch im Logo Urheber identifAIer, indem das Wortspiel identifAIer“ (anstelle von identifier) optisch hervorgehoben wird. Da ein krftiges Orange sehr intensiv und aufdringlich wirken kann, wird fr grere Farbflchen eine Transparenz von 40 % verwendet. Dies ermglicht zustzliche Farbeffekte, die beim berlappen der grnen und semitransparenten Farbflchen entstehen (siehe Abb.16).
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Abbildung 16: Farbfelder (Quelle: Eigene Darstellung.)


Typografisch orientiert sich die Webanwendung an den verwendeten Schriften des Logos (siehe Abb.17). Die sehr klare, feine und serifenlose Segoe UI“ (light) des Schriftzuges findet sich hauptschlich in den Texten und Buttons wieder. In einer Schriftgre von 35pt ist sie gut lesbar und sorgt fr ein reduziertes und klares Erscheinungsbild. Das Paragrafenzeichen im Logo bildet die Vorlage der Auszeichnungsschrift und der berschriften. Die Elephant“ (regular) zeichnet sich durch starke Strichstrkenkontraste und feine Serifen aus und bildet einen angenehmen Kontrast zu der sehr zurckhaltenden Segoe UI light. Die Aufflligkeit der Elephant stellt zugleich einen Bezug zum knstlerischen Aspekt des Themas her.
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Abbildung 17: Logo Urheber identifAIer“ (Quelle: Eigene Darstellung.)


Zur optischen Aufbereitung der Webanwendung und Veranschaulichung der Funktionsweise kommen ausgewhlte Bilder und einprgsame Icons zum Einsatz. Bereits beim erstmaligen ffnen der Webanwendung/des Prototyps wird der Nutzer mit dem preisgekrnten KI-generierten Bild Théâtre Dopéra Spatial“ (Midjourney) von Jason Allen auf das Thema KI-Kunst eingestimmt. Die provokante Frage Bist du ein KI-Knstler?“ lenkt die Aufmerksamkeit des Nutzers auf das Thema der Webanwendung. Weitere bekannte KI-generierte Bilder fhren den Nutzer durch die Landingpage und lockern die einleitenden Erklrtexte auf (siehe Abb.18 (rechts)) auf. Jedes Bild wird zustzlich mit einem Vermerk auf den Ersteller, das KI-Programm und den Bildtitel versehen.
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Abbildung 18: Startansicht mit KI-generiertem Bild (links) und Ausschnitt scrollbare Landingpage (rechts) (Quelle: Eigene Darstellung.)


Neben den Bildern lockern Icons das Erscheinungsbild auf. Zudem ersetzen selbsterklrende Symbole textlastige Erklrungen. Auf dieses Weise wird u. a. die Funktionsweise bzw. Abfolge auf der Landingpage in wenigen Worten erlutert. Die schnell erfassbaren und einprgsamen Icons leiten den Nutzer durch die einzelnen Schritte (siehe Abb.19).
Auf der Landingpage werden zudem Icons aus dem Frage- und Ergebnisteil in einem weiteren Abschnitt einzeln vorgestellt und erlutert. So kann sich der Nutzer mit der verwendeten Symbolik vertraut machen. Dies verhindert Unklarheiten und Fehlinterpretationen im Verlauf der Anwendung (siehe Abb.20). Die Icons symbolisieren die potenziellen Urheber und Parteien, die im Besitz von Bildrechten sein knnen (KI-Anbieter). Entsprechend den vorangegangenen Ausfhrungen kommen als Urheber Benutzer, Entwickler, Miturheber oder niemand in Frage. Grau eingefrbt stehen die Icons im Sinne der bersichtlichkeit optisch nicht in Konkurrenz mit den Fragen.
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Abbildung 19: Icons zur Funktionsweise der Webanwendung (Quelle: Eigene Darstellung)
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Abbildung 20: Symbolik in der Webanwendung (Quelle: Eigene Darstellung.)


Ein weiteres Gestaltungselement ist der orangefarbene kurze Strich, der als Abgrenzung zwischen der berschrift, den Icons und dem Textfeld dient. Er lenkt die Aufmerksamkeit auf den Text und steht im Kontrast zu den farblosen Icons und der Schrift (siehe Abb.19 ff.).
Die einzelnen Frames der Webanwendung wurden fr eine Bildschirmgre von 1920 x 1078px angelegt. Auf ein responsives Design wurde im Prototyp verzichtet, da der unverhltnismige Arbeitsaufwand in dieser Arbeit nicht geleistet werden kann. Es wre jedoch in der finalen Web-anwendung notwendig, um auch eine mobile Nutzung der Web-App zu ermglichen.
6.2.2.3Navigation
Die Navigation umfasst alle Strukturen und Elemente, die Benutzern helfen, sich innerhalb einer Webanwendung zu orientieren und zu den gewnschten Informationen oder Funktionen zu gelangen. Dazu gehren z. B. das Men, Suchfunktionen und andere Navigationshilfen.
Die Webanwendung folgt einem schlichten und intuitiven Aufbau und verzichtet auf eine komplizierte Menfhrung. In der Kopfzeile (Header) findet der Nutzer am oberen Rand die Links zu den wesentlichen Seiten sowie die Suchfunktion (Lupe). Der Blog gibt dem Nutzer Gelegenheit, sich nach Belieben mit dem Thema KI in der Kunst zu beschftigen. Die Navigationspunkte About und Kontakt fhren den Nutzer zu Informationen ber das Projekt Urheber identifAIer“ und zu einem Kontaktformular (siehe Abb.21). Die Suchfunktion ermglicht Eingaben von Stichworten zum schnellen Auffinden von Informationen zu Blogbeitrgen oder der Webanwendung. Im Fragen-Teil wird die Kopfzeile durch den Link Home“ ergnzt, der den Nutzer wieder auf die Startseite zurckfhrt (siehe Abb.24), ohne die beantworteten Fragen zu speichern. Dies wrde das Einrichten eines Benutzerkontos erfordern, was jedoch nicht beabsichtigt ist. Im Sinne einer bediener-freundlichen Navigation werden verlinkte Elemente beim Hovern farbig hervorgehoben. (siehe Abb.21 unten).
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Abbildung 21: Kopfzeile (Header) der Landingpage ohne (oben) und mit (unten) Hover-Effekt (Quelle: Eigene Darstellung.)


In der Fuzeile (Footer) findet der Nutzer weitere wichtige Navigationspunkte und Informationen, wie z. B. das Impressum, Informationen zum Datenschutz oder auch eine Hilfe“-Option, in der hufig gestellte Fragen zu Funktionen der Webanwendung beantwortet werden. Auch werden Links zu Social Media Plattformen bereitgestellt, auf denen die Webanwendung oder Blogbeitrge vorgestellt und beworben werden.
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Abbildung 22: Fuzeile (Footer) der Landingpage (Quelle: Eigene Darstellung.)


Von einem Ausbau serviceorientierter Seiten der Kopf- und Fuzeile, die ber die Urheberermittlung hinausgehen, wurde verzichtet, da sie den Umfang der Arbeit bersteigen. Sie sollen dennoch der Vollstndigkeit halber als Idee und Gestaltungselement im Prototyp Erwhnung finden.
ber den Starte jetzt“-Button gelangt der Nutzer direkt zu der ersten Frage. Berhrt der Nutzer das Element mit dem Cursor, verndert es sein Erscheinungsbild, wenn der Nutzer mit dem Cursor darberfhrt (siehe Abb.23). Das intensive Orange lenkt die Aufmerksamkeit auf sich und unterstreicht damit den Call-to-Action. Diese visuelle Gestaltung bietet die Grundlage fr weitere Buttons der Webanwendung und entspricht der Vorstellung eines einheitlichen und intuitiven Designs.
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Abbildung 23: Starte jetzt“-Button ohne (links) und mit (rechts) Hover-Effekt (Quelle: Eigene Darstellung.)


Weitere wichtige Navigationselemente befinden sich auf den Frageseiten. Diese sind in zwei Bereiche aufgeteilt. Der linke grne Bereich ist der Statusanzeige vorbehalten. ber den Zurckpfeil kehrt der Nutzer zur vorangegangenen Frage zurck. Bei der ersten Frage gelangt er ber Abbruch wieder auf die Startseite (siehe Abb.24).
Die Auswahlelemente gestalten sich in ihrem Standardzustand zurckhaltender, um sich von den      Ja-/Nein-Buttons zu unterscheiden. Im Hoverzustand ndern sie allerdings, wie umschrieben, das Erscheinungsbild.
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Abbildung 24: Beispiel Frageseite (Quelle: Eigene Darstellung.)


Der Nutzer kann im berprfungsprozess auch mit dem Klicken des Navigationspunktes Frage berspringen“ in der rechten unteren Ecke die Frage unbeantwortet lassen. Mittels Pop-Up-Fenster erhlt der Nutzer daraufhin einen Warnhinweis, da ein berspringen die Genauigkeit des Ergebnisses negativ beeintrchtigt oder eine abschlieende Beurteilung so nicht mglich ist. Der Nutzer kann im Anschluss das Pop-Up-Fenster ber X schlieen und die aktuelle Frage doch beantworten oder sich ber den Button trotzdem berspringen“ zur nchsten Frage leiten lassen (siehe Abb.25 (rechts)).
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Abbildung 25: Pop-Up-Fenster Frage berspringen“ (Quelle: Eigene Darstellung.)


Trotz aller Bemhungen, die Fragen zu vereinfachen, knnen Unsicherheiten oder Verstndnis-probleme auftreten. Fr diesen Fall ist ein Hilfetool zentral ber der Fragestellung platziert. Hovert der Nutzer ber das Informationsfeld, ffnet sich eine Sprechblase, die eine ausfhrlichere Beschreibung bzw. Erklrung der Frage bereithlt (siehe Abb.26). Verlsst der Cursor das Symbol wieder, schliet sich das Informationsfeld automatisch und der Nutzer kann die Frage beantworten.
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Abbildung 26: Infokasten (Quelle: Eigene Darstellung.)


Mit jeder beantworteten Frage wird dem Nutzer der Status der Urheberschaft des zu berprfenden KI-Bildes ber einen Schieberegler angezeigt. Die Bearbeitung einer Frage beeinflusst urheber-rechtliche Tendenzen, die durch tropfenfrmige Regler mit den Icons mglicher Urheber dargestellt werden. In den Tropfen“ befinden sich die auf der Startseite vorgestellten Symbole. Sollte der Nutzer deren Bedeutung vergessen haben, kann er beim Hovern ber die Icons die Beschreibung einsehen. Der Schieberegler besitzt zwei Enden. Vertreter am unteren Ende besitzen wahrscheinlich keine Urheberrechte am KI-generierten Bild. Befinden sich alle Icons am unteren Ende kann von einem gemeinfreien Bild ausgegangen werden. Je hher die Icons aber steigen, desto wahrscheinlicher wird die Urheberschaft des jeweiligen Vertreters.
Da neben den potenziellen Urhebern (Benutzer/Entwickler der KI) auch Miturheber oder KI-Anbieter urheberrechtliches Interesse an den Erzeugnissen haben, werden sie ebenfalls aufgefhrt.
Anzumerken ist auch, dass der Verschiebung keine mathematische Berechnung zugrunde liegt. Sie dient lediglich der visuellen Veranschaulichung des aktuellen Standes der jeweiligen Einschtzung. Eine exakte Wichtung wrde den Rahmen dieser Arbeit bersteigen.
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Abbildung 27: Schieberegler mit Tropfenregler und Endpunkte ohne und mit Erklrung (Quelle: Eigene Darstellung.)


Mit der Beantwortung der letzten Frage erhlt der Nutzer ein Ergebnis. Die Ergebnisseite gibt an, ob der Nutzer Urheber ist, es Miturheber gibt, KI-Anbieter Rechte geltend machen knnen oder ob das KI-Bild ungeschtzt ist. In einem Extrafeld kann der Nutzer eine kurze Begrndung lesen, die er sich auch ber das Druckersymbol ausdrucken kann. Ein Pop-Up-Fenster informiert den Nutzer berdies, dass er sich eine ausfhrliche Auswertung per E-Mail zusenden lassen kann. Nach dem Eintragen seines Namens und der E-Mail-Adresse lst er das Versenden ber den abschicken“-Button aus (siehe Abb.28). Alternativ kann das Fenster mit dem X geschlossen und die E-Mail manuell ber das Papierflieger-Icon in der Auswertung ausgelst werden. Nachdem der Nutzer das Ergebnis gesichtet hat, ist der Vorgang beendet und er kann ber den fertig“-Button zur Startseite zurckkehren.
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Abbildung 28: Pop-Up-Fenster E-Mail-Auswertung“ (Quelle: Eigene Darstellung.)



6.2.3Anwendungsbeispiel
Nach der Vorstellung wesentlicher visueller und funktioneller Eigenschaften des Prototyps soll eine Demonstration der Anwendung anhand eines Beispiels folgen. Dabei gilt es zu klren, ob das KI-generierte Bild einen Urheber besitzt oder es ungeschtzt ist.
Zur Erzeugung des Beispielbildes wurde die KI-Anwendung Adobe Firefly verwendet. Adobe Firefly ist in der Lage, sowohl Inhalte in Form von Text und Bild als auch Bildeigenschaften zu verarbeiten und immer vier Variationen auszugeben.
Die Generierung des KI-Bildes Franzsischer Pavillon im Garten“ basiert auf folgenden Einstellungen:
	 ·
Textprompt:



grner franzsischer Garten mit weiem Pavillon unter Weidenbaum, kleiner Teich mit Holzsteg, am Ufer wachsen bunte Blumen
	 ·
Bildeigenschaften:



Format: Querformat (4:3)

Content-Typ: Foto

Farbe und Ton: Warmer Ton
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Abbildung 29: Beispielbild Franzsischer Pavillon im Garten“ (Quelle: Adobe Firefly.)


Auf eine Beschriftung der Abbildungen wird in den folgenden Schritten zugunsten der bersichtlichkeit verzichtet.


1.Schritt – Landingpage

Fr die berprfung muss die Webanwendung Urheber IdentifAIer geffnet werden. Auf der Landingpage erhlt der Nutzer die wesentlichen Informationen ber den Umgang mit der Webanwendung. ber einen der fnf Starte jetzt“-Buttons gelangt er zur ersten Frage.
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2. Schritt – Fragen beantworten
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Frage1:
Der KI-Anbieter Adobe Firefly wurde ausgewhlt. Die Regler fr die mgliche Urheberschaft zeigen sowohl den Benutzer der KI als auch den KI-Anbieter als gleichwertige Urheber an, da bisher weitere Angaben fehlen.
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Frage2:
Das KI-Bild wurde von einer Privatperson erstellt. Gem den Nutzungsbedingungen beansprucht Adobe Firefly keine Rechte an dem generierten Bild und verwendet es nur fr technisch notwendige Zwecke. Der Tropfenregler fr Adobe verschiebt sich nach unten. Der Benutzer hat bisher das Erzeugnis durch keine Handlungen beeinflusst, weshalb sein Tropfenregler die Position nicht verndert.
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Frage3:
Das KI-Bild soll als visuelles Gestaltungselement in einem Webshop verwendet werden. Daher wird die Option kommerziell“ ausgewhlt. Bei Unsicherheiten erlutern die ausklappbaren Beispiele den Unterschied zwischen kommerziellen und nicht-kommerziellen Zwecken.
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Frage4:
Wie zu Beginn beschrieben, erfolgte die Eingabe sowohl eines Textprompts als auch von Bildeigenschaften. Daher wird die Option beides“ ausgewhlt.
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Frage5:
Die Auswahl der eingegebenen Parameter wird durch die Besttigung der entsprechenden Schaltflche abgeschlossen.
Da lediglich textbasierte Informationen vorliegen, sind keine Angaben zu Einstellungen zum Vergleichsbild“ mglich.
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Frage6:
Das KI-Bild zeigt das beschriebene Motiv in vier verschiedenen Varianten. Der Benutzer whlt eine aus, die seinen Vorstellungen am besten entspricht. Mit der Festlegung der Parameter erhht er auch seinen Einfluss auf das KI-Bild. Dadurch steigt die Wahrschein-lichkeit, dass er als Urheber in Betracht gezogen wird, was durch die Position seines Tropfenreglers deutlich wird.
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Frage7:
In diesem hypothetischen Szenario kann das KI-Bild durch dieselben Einstellungen im Bildgenerator reproduziert werden. Dadurch ist das Kriterium der Individualitt gegeben. Eine Urheberschaft des Benutzers wird wahrscheinlicher.
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Frage8:
Obwohl das KI-Bild die vorgege-benen Eingaben beinhaltet und reproduzierbar ist, fehlt ihm eine tiefere Bedeutungsebene. Aus diesem Grund muss die Frage verneint werden.





3. Schritt: Ergebnis
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	Durch die Verneinung der letzten Frage ist das KI-Bild ungeschtzt, da nicht alle Kriterien eines Werks erfllt wurden. Dies wird durch die beiden Tropfenregler auf dem unteren Punkt des Schiebereglers angezeigt. Die Auswertung bietet eine erste Begrndung sowie rechtliche Hinweise fr die weitere Verwendung des generierten Bildes. Die Einschtzung wird durch die vorgestellten Icons verdeutlicht.

Der Nutzer hat an dieser Stelle die Mglichkeit, das Ergebnis auszudrucken oder manuell eine detailliertere Auswertung anzufordern.



4. Schritt: detaillierte Auswertungs-Mail anfordern
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	Nach kurzer Zeit ffnet sich automatisch ein Pop-Up-Fenster und der Nutzer trgt seinen Namen und die E-Mail-Adresse ein.





5. Schritt: E-Mail erhalten und Auswertung sichten
Der Nutzer erhlt nach Abschluss des Vorgangs eine E-Mail mit einer kurzen Begrung. Im Anhang der E-Mail befindet sich eine PDF, die den gesamten Pfad des durchgefhrten Verlaufs sowie die jeweiligen Antworten des Nutzers darstellt (siehe Anhang 1). Darber hinaus enthlt sie eine Auswertung, die auf den individuellen Antworten des Nutzers basiert (siehe Anhang 1). Die Tiefe und Ausfhrlichkeit dieser Auswertung variieren je nach Spezifik der Antworten des Nutzers und den Merkmalen seines durchgefhrten Ablaufs.
Ebenso knnen die Unterschiede zwischen dem angezeigten Ergebnis in der Webanwendung und der ausfhrlichen Auswertung je nach Fall unterschiedlich ausgeprgt sein. Mit dem Eingang der E-Mail ist der Ablauf beendet.
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6.3User-Test

6.3.1Zielstellung
Der Prototyp soll im Folgenden einem User-Test unterzogen werden. Ziel des User-Tests ist es, den Prototyp hinsichtlich seiner Usability (Benutzerfreundlichkeit) und seinem visuellen Design zu untersuchen, Probleme und Fehler ausfindig zu machen sowie die Verstndlichkeit und Navigation zu verbessern. Dabei wird insbesondere der Fokus auf die Funktionalitt, bersichtlichkeit, Terminologie und Symbolik gelegt. Zudem soll berprft werden, wie die Testpersonen konkrete Situationen auf den Prototyp anwenden knnen. Die Auswertung der Ergebnisse dient als Vorlage fr eine Optimierung und Weiterentwicklung des Prototyps zu einer programmierten Webanwendung, die allerdings nicht Teil dieser Arbeit ist.

6.3.2Methodik
Zur Umsetzung der oben genannten Zielstellung erhalten sieben Testpersonen eine Einladung zum User-Test. Obgleich die zur Verfgung stehende Personengruppe nicht in der Gnze der Zielgruppe entspricht, stellt sie dennoch einen Querschnitt von Probanden unterschiedlichen Alters (20  50Jahre) und des Geschlechts dar. Die Testdurchlufe erfolgen einzeln und unabhngig voneinander.
In jedem Durchgang wird der Testperson ein Laptop mit der zu testenden Webanwendung, ein digitaler Fragebogen sowie ein Aufgabenblatt (siehe Anhang 2) bereitgestellt.
Vorbereitend erhlt die Testperson eine mndliche Erklrung der Aufgabenstellung und einen kurzen Einblick in die Thematik Knstliche Intelligenz und Urheberrecht“ sowie ein Aufgabenblatt. Dieses beinhaltet einen kurzen Einleitungstext mit Hinweisen zur Nutzung der Daten sowie die zugeteilte Ausgangssituation, auerdem den Zugangslink zum digital erstellten Fragebogen6 und ein Notizen-Feld.
Die Ausgangssituationen (siehe Anhang 3) enthalten alle notwendigen Informationen und dienen als Grundlage fr die Testdurchfhrung. Mit ihrer Hilfe sollen reale Situationen simuliert und gleichzeitig wahrscheinliche Pfade des Prototyps berprft werden. Einige Formulierungen geben dabei die notwendigen Informationen bewusst nicht auf den ersten Blick preis und fordern so die Testperson auf, sich in die beschriebene Rolle hineinzuversetzen.
Sind alle Fragen der Testpersonen geklrt, beginnt der User-Test. Die Erschlieung des Prototyps durch die Testperson erfolgt selbststndig. Sie entscheidet dabei eigenhndig ber die Auswahl der Funktionen und Elemente. Whrend der Durchfhrung wird das Verhalten und die Entscheidungen der Testperson bei der Nutzung des Prototyps und der Beantwortung der Fragen beobachtet. Der User-Test endet mit der Bearbeitung der letzten Frage und der Sichtung des angezeigten Ergebnisses. Das Zusenden einer ausfhrlichen Auswertung per E-Mail entfllt aus technischen Grnden.
Im Anschluss dokumentiert die Testperson ihre Eindrcke zum Prototyp in einem digitalen Fragebogen. Die Reihenfolge der darin enthaltenen Auswertungskriterien entspricht folgendem Schema (siehe Anhang 4):
	 1.
Fragen zur bertragung der Ausgangssituation auf den Prototyp

	 2.
Fragen zum visuellen Design

	 3.
Fragen zur Navigation und Verstndlichkeit

	 4.
Fragen zur Zufriedenheit und Verbesserungsvorschlge

	 5.
Angaben zur Testperson


Die Durchfhrung des User-Tests wird mit allen sieben Testpersonen, denen je eine Ausgangs-situation zufllig zugeordnet wird, wiederholt. Anschlieend erfolgt eine Analyse der Beobachtungen und der ausgefllten Fragebgen.

6.3.3Auswertung
Im Mittelpunkt der Auswertung stehen das Verhalten der Testpersonen im Umgang mit dem Prototyp, aufgetretene Schwierigkeiten und der daraus resultierenden Schlussfolgerungen zur Optimierung des Prototyps. Von besonderem Interesse sind ebenso die Entscheidungen der Testpersonen und ihre Interaktionen mit den verschiedenen Funktionen und Elementen des Prototyps. Die Auswertung basiert auf den Antworten der Fragebgen und der jeweiligen Beobachtungen whrend des User-Tests.
Drei von sieben Testpersonen zeigten Schwierigkeiten im Umgang mit den Ausgangssituationen. Einerseits waren Begriffe wie Open-Source“ oder Prompt“ (siehe Anhang 5, Testperson 4) nicht bekannt, andererseits fhrten die Ausgangssituationen selbst zu Unsicherheiten. Ohne Erfahrungen mit der Bildgenerierung von KI-Erzeugnissen waren besonders die Ausgangssituationen schwer vorstellbar, die aus Sicht eines Entwicklers beschrieben wurden (siehe Anhang 5, Testperson 6). Die vorgegebenen Informationen reichten den Testpersonen nicht aus, um alle Fragen eindeutig zu beantworten (siehe Anhang 5, Testperson 7). Trotz dieser Verstndnisschwierigkeiten gelang es aber allen Testpersonen, die Ausgangssituation auf den Prototyp zu bertragen und erwartungskonforme Ergebnisse zu erzielen (siehe Anhang 5).
Den Gesamteindruck des Prototyps und das Design bewerteten die Durchfhrenden sehr positiv. Einzig wurde die Schriftfarbe im Footer bemngelt. Bei einer Weiterentwicklung des Prototyps knnte ein strkerer Kontrast die Wahrnehmbarkeit erhhen (siehe Anhang 5, Testperson 3).
Inhaltlich traten vereinzelt Verstndnisprobleme bezglich verwendeter Begriffe, Symbole und Formulierungen auf, insbesondere bei Fragen zum Einsatz durch den Entwickler und dem vortrainierten“ fremden Modell. Durch die Nutzung der Infoboxen konnten diese Probleme eigenstndig behoben werden (siehe Anhang 5, Testpersonen 4, 6).
Die Navigation wurde insgesamt als eindeutig und leicht verstndlich bewertet. Lediglich die Zurck“-Navigation fhrte zu Unsicherheiten. Hier sollte ein aufflligerer Button klar herausstellen, ob das Element zur vorherigen Frage oder zur Startseite zurckfhrt (siehe Anhang 5, Testpersonen 3, 7).
Die Navigation der ersten Frage stand ebenfalls in der Kritik. Bei Ausgangssituationen ohne eindeutige Zuordnung der verwendeten KI-Anbieter war unklar, ob das Feld eine andere vergleichbare KI-Anwendung“ oder das X“ (fr Nein) gewhlt werden muss. Dies fhrte zu falschen Entscheidungen, die jedoch mit der Zurck“-Navigation revidiert werden konnten (siehe Anhang 5, Testpersonen 1, 7). In der praktischen Umsetzung knnte auf eine Ja-Nein-Entscheidung verzichtet und ein zustzliches Feld eigenen KI-Bildgenerator entwickelt“ hinzugefgt werden.
Einige Testpersonen bemngelten scheinbare Fehler im Prototyp, die sich aufgrund von Fehlent-scheidungen zeigten. Beispielsweise war es nicht mglich, das Feld nicht-kommerziell“ anzuklicken. Auch fhrte die Zurck“-Navigation teilweise nicht direkt zur letzten Frage zurck, sondern zu weiteren Zwischenschritten (siehe Anhang 5, Testpersonen 5, 7). Diese vermeintlichen Fehl-funktionen beruhen auf der Tatsache, dass bei der Erstellung des Prototyps bewusst von einer vollstndigen Ausarbeitung aller Pfade abgesehen und sich auf die fr den User-Test relevanten beschrnkt wurde, da ein vollstndiges Ausgestalten jedes mglichen Pfades im Programm Adobe XD platz- und zeittechnisch den Rahmen sprengen wrde (vgl. Kapitel6.2.2.1).
In der Beobachtung fiel auf, dass die Testpersonen die Fragereihe sofort starteten, ohne alle Inhalte der Landingpage zu sichten. Hinzu kamen Schwierigkeiten im Umgang mit dem Touchpad, da einige Testpersonen die intuitive Scrollbewegung nicht gewohnt waren (siehe Anhang 5, Testperson 4). Dadurch entgingen ihnen die Erklrungen zu den Symbolen, Elementen und der Funktionsweise, die den Umgang mit dem Prototyp htten vereinfachen knnen.
Im Allgemeinen fokussierten sich die Testpersonen stark auf das Verstehen und Umsetzen der Ausgangssituationen. Dadurch fand das Potential des Prototyps weniger Beachtung. Elemente wie der Schieberegler oder die Hover-Funktionen der einzelnen Elemente wurden hufig vernachlssigt. Eine Weiterentwicklung des Prototyps knnte eine zustzliche Folie enthalten, die mit Besttigung des Starte jetzt“-Buttons erscheint und eine kurze Einfhrung in den Umgang mit der Webanwendung bietet (berspringen mglich).
Auffllige Unterschiede zwischen Geschlecht und Alter der Testpersonen wurden nicht festgestellt. Sie einte jedoch, dass sie nicht zur eigentlichen Zielgruppe der Webanwendung zhlen und es ihnen an praktischen Erfahrungen im Umgang mit KI-Bildgeneratoren mangelte. Dies fhrte dazu, dass die Testpersonen sich zu sehr auf das Verstehen der Ausgangssituation konzentrierten und weniger auf den Prototyp selbst. Die Durchfhrung des Tests mit Vertretern der tatschlichen Zielgruppe wrde aufgrund der zu erwartenden Vorkenntnisse zu anderen Ergebnissen fhren.
Zusammenfassend hat der User-Test gezeigt, dass der Prototyp in vielerlei Hinsicht positiv wahrgenommen wurde, insbesondere in Bezug auf das visuelle Design. Im Sinne der Benutzer-freundlichkeit und Funktionalitt besteht noch Optimierungsbedarf. Dazu gehren eine aufflligere Gestaltung von Navigations- und Erklrungselementen, eindeutigere Fragestellungen und eine intuitivere Benutzerfhrung. Zudem sollte in knftigen Tests die tatschliche Zielgruppe einbezogen werden, um reprsentativere Ergebnisse zu erzielen.

Endnotes
1Vgl. Amthor, S.30.
2Vgl. SKIM AI 2024.
3Vgl. Amthor, S.82.
4Vgl. Amthor, S.82.
5Vgl. Amthor, S.82.
6erstellt mit dem Umfragetool erhebung.de“
7Ausblick AI-Act
Der AI-Act oder auch EU-KI-Gesetz ist ein Versuch, die KI-Technologie zu regulieren. Bei dem AI-Act handelt es sich um ein prventives Verbotsgesetz, das den Einsatz von KI in zahlreichen Anwendungs-szenarien verbietet oder von technischen, organisatorischen und rechtlichen Anforderungen abhngig macht.“1 Mit dem AI-Act wird auch eine neues AI-Office geschaffen, das EU weit agiert und die Umsetzung des AI-Acts untersttzt.2
Ziele dieses EU-KI-Gesetzes sind die Vermeidung von Risiken im Umgang mit generativer KI, das Schaffen von Innovationchancen, die Vermeidung von Diskriminierung und das Erzielen von mehr Transparenz generativer Prozesse.3 Zudem wird geregelt, dass vor dem Einlesen urheberrechtlich geschtzter Werke im Rahmen des Text- und Data-Minings das Einverstndnis der Urheber eingeholt werden muss, sollten ihre Werke einen Rechtevorbehalt (Opt-out) besitzen. Zur berprfung der Einhaltung dieser Bestimmungen mssen die KI-Anbieter u. a. den Trainings- und Testprozess offenlegen und [] eine detaillierte Beschreibung der Informationen ber die fr das Trainieren, Testen und Validieren verwendeten Daten, einschlielich der Art und Herkunft der Daten und der Aufbereitungsmethoden (zum Beispiel Bereinigung, Filterung usw.), der Zahl der Datenpunkte, ihres Umfangs und ihrer Hauptmerkmale; gegebenenfalls die Art und Weise, wie die Daten erlangt und ausgewhlt wurden [] erstellen und auf dem neuesten Stand halten und sie auf Anfrage dem AI-Bro und den zustndigen nationalen Behrden vorlegen.“4
Inwieweit der eingegebene Input und der erzeugte Output urheberechtlichen Schutz genieen wird im AI-Act nicht festgelegt. Auch der Umgang mit Rechtsverletzungen Dritter wird nicht bestimmt. Der AI-Act tritt voraussichtlich im Sommer 2026 in Kraft. Antworten auf die umstrittenen urheber-rechtlichen Fragen zu KI-Bildgenerierung liefert er jedoch (noch) nicht.5

Endnotes
1Bomhard und Siglmller, S.45.
2Vgl. Bomhard und Siglmller, S.53.
3Vgl. Bomhard und Siglmller, S.47  49.
4Frank und Schmid 2024.
5Frank und Schmid 2024.
8Fazit
Die Bildgenerierung mittels Knstlicher Intelligenz ist ein aktuelles zentrales Thema aus Politik und Gesellschaft, das sowohl Sicherheits- als auch Urheberrechtsfragen aufwirft. Obgleich die KI-Technologie im Moment noch nicht komplett ohne menschliches Zutun funktioniert, wird sie im Zuge der Weiterentwicklung des Deep Learnings doch immer autarker und damit undurchsichtiger. Gegenwrtig ist die KI mit Hilfe Knstlicher Neuronaler Netze bereits in der Lage, Muster und Merkmale in Bildern zu erkennen und diese zu imitieren.
Grundlage fr die Bildgenerierung bieten generative KI-Modelle, wie GANs oder Diffusionsmodelle. Dieser geht eine Trainingsphase voraus, die insbesondere bei Knstlern in der Kritik steht. Sie behaupten, dass KI-generierte Bilder unerlaubt ihre urheberrechtlich geschtzten Werke enthalten. Besttigt wird dies durch die Tatsache, dass im Einlese- und Umwandlungsprozess, abhngig vom ML-Modell, tatschlich Vervielfltigungen und Bearbeitungen urheberrechtlich geschtzter Trainings-bilder entstehen. Diese sind allerdings im Rahmen des Text- und Data-Minings zulssig, solange ein Sammeln und Einlesen der Werke nicht gegen Nutzungsvorbehalten verstoen und die Daten nur zu Trainingszwecken eingelesen werden. Unabhngig vom Text- und Data-Mining ist auch dann keine Einwilligung der Urheber einzuholen, wenn diese (flchtigen) Vervielfltigungen und Bearbeitungen im Rahmen der Trainingsphase nicht verffentlicht werden. Untersttzt wird dieser Punkt zustzlich durch die Bestimmungen des AI-Acts, der zudem mehr Transparenz bei der Bildgenerierung verspricht.
Indem der Trainingsprozess KI-generierter Bilder de lege lata rechtens ist, kann auch davon auszugehen sein, dass KI-Bilder die Rechte der Trainingsbildurheber nicht verletzen, da eine einfache Vervielfltigung derer Werke im Output in der Regel nicht stattfindet. Durch unerwnschtes Overfitting besteht jedoch die Mglichkeit einer Reproduktion der Trainingsdaten im Erzeugnis. In diesem Fall htten die Urheber der reproduzierten Trainingsbilder Anspruch auf Schadensersatz.
Zu beantworten bleibt noch die Frage, ob erzeugte Bilder selbst Schutz genieen. Voraussetzung dafr wre eine Einstufung des KI-Bildes als Werk. Diese Arbeit folgt der Vier-Elemente-Lehre, die das Vorliegen einer menschlich-gestalterischen Ttigkeit, eines geistigen Gehalts, der Individualitt und Wahrnehmbarkeit des Bildes verlangt.
Gem aktuellem Stand der Technik handelt es sich nur um eine schwache KI. Der Einfluss des Menschen im Schaffensprozess KI-generierter Bilder ist daher nicht abzuweisen. In diesem Zusammenhang mssen KI-Bildgeneratoren lediglich als Hilfsmittel dienen. Ob die KI die Leistung des Menschen relativiert, ist jedoch nicht bekannt.
Inwiefern der Mensch einen gestalterischen Einfluss besitzt, legt Kde in ihrem Flussdiagramm dar. Folgt man ihren Ausfhrungen kommen der Entwickler des ML-Modells, der Benutzer, eine Person, die beides vereint oder niemand als Urheber in Frage.
Der auf Kdes Flussdiagramm aufbauende Klickprototyp einer Webanwendung fhrt den Gedanken fort und integriert zudem die verbleibenden Voraussetzungen eines Werkes und den Einfluss mglicher Miturheber und KI-Anbieter, deren Nutzungsbedingungen bei der Weiterverwendung erstellter KI-Bilder bercksichtigt werden mssen. Da die Webanwendung lediglich als Orientierung und Hilfsmittel dienen soll, ist fr die endgltige Beurteilung der KI-Bilder eine Einzelfallentscheidung notwendig.
Der anschlieende User-Test lieferte Optimierungsvorschlge hinsichtlich der Navigation und Verstndlichkeit. Eine zielgruppenspezifischere Auswahl der Testpersonen wrde dabei eine genauere inhaltliche Einschtzung des Prototyps ergeben. Eine entsprechende Testgruppe war im Rahmen der Arbeit jedoch nicht greifbar.
Im Verlauf der Ausarbeitung zeigte sich, dass fr die Einstufung eines KI-Bildes als Werk besonders die Kriterien des geistigen Gehalts und der Individualitt eine grere Hrde darstellen. Daraus lsst sich schlieen, dass nach dem Ansatz der Vier-Elemente-Lehre vermutlich die meisten KI-generierten Bilder den Werk-Status nicht erreichen und damit ungeschtzt bleiben.
Ist eine Einstufung eines KI-Bildes als Werk ausgeschlossen, kann der Blick auf die verwandten Leistungsschutzrechte geworfen werden. Laut KG und LG Berlin ist ein derartiger Schutz aktuell (noch) nicht mglich. Sie begren allerdings eine berarbeitung der nicht zeitgemen Rechtslage.
Zusammengefasst fhrt diese Arbeit zu der Auffassung einer Schutzbarkeit KI-generierter Bilder nach geltendem Recht. Zuknftig msste aber eine Anpassung der Rechtslage in Bezug auf urheber-rechtliche Rechtsverste erfolgen, da auch der AI-Act keine klaren Antworten dazu liefert. Eine Klrung der Unsicherheiten im Umgang mit der KI-Technologie schtzt schlielich nicht nur Urheber, sondern gibt auch Unternehmen die ntige Sicherheit, neue innovative Wege zu gehen. Alles in Allem bietet die Bildgenerierung vielfltige Chancen sowohl fr die Wirtschaft als auch fr die Kreativbranche, solange die Technologie nicht missbraucht wird, denn wie Bill Gates (Grnder Microsoft) bereits sagte:

Die Macht der knstlichen Intelligenz ist so unglaublich, dass sie die Gesellschaft auf tiefgehende Weise verndern wird.
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Anhang

Anhang 1: Anhang (Zusammenfassung und Ergebnis) der Auswertungs-
E-Mail (Prototyp)
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Anhang 2: Aufgabenblatt mit Ausgangssituation und Fragebogenlink (User-Test)
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Anhang 3: Ausgangssituationen 1  7 mit Lsungsweg (User-Test)

Ausgangssituation 1:

Du hast dir zum Spa mit dem Bildgenerator Midjourney“ ein KI-Bild generieren lassen. Es gefllt dir so gut, dass du es auf deinem ffentlich zugnglichen Blog (mit dem du auch nebenbei Geld verdienst) als Beitragsbild verwenden mchtest. Du willst wissen, ob du das Bild frei dafr benutzen darfst, du Urheber bist oder du andere Einschrnkungen beachten musst.

Fr die Erstellung deines KI-Bildes hast du folgenden Prompt in Textform eingegeben: Tulpe auf Wiese mit Bergen“. Es werden dir vier Bilder generiert, aus denen du eines ausgewhlt hast, um es in deinem Blog zu verwenden. Das KI-Bild zeigt ein Foto einer gelben Tulpe auf einer Wiese. Im Hintergrund ist eine Bergkette zu sehen. Gibst du den Prompt erneut ein, dann werden dir nur weitere Variationen deines Motivs vorgeschlagen.

Lsungsweg: Midjouney – Privatperson – kommerziell – Inhalte – Text – Erkennbarkeit (ja) – Reproduzierbarkeit (nein) – Ergebnis: ungeschtzt

Ausgangssituation 2:

Du arbeitest als freiberuflicher Grafiker und sollst fr ein Unternehmen ein Logo erstellen. Zur Inspiration verwendest du den Bildgenerator Adobe Firefly“. Sollte jedoch schon ein Ergebnis passen, dann wrdest du es auch 1:1 fr die Logoerstellung verwenden.

Fr die Erstellung des KI-Bildes hast du eine Skizze von deiner ersten Idee und einen Textprompt in den Bildgenerator eingegeben. Du hast zustzlich einen von Adobe Firefly vorgegebenen Designstil und ein Konzept ausgewhlt und die Intensitt eingestellt, wie sehr die Merkmale deiner Skizze bercksichtigt werden sollen.

Es werden vier Bilder generiert, in denen deine Skizze und die eingegebenen Eigenschaften deutlich erkennbar sind. Wiederholst du deine Eingaben, dann werden dir die gleichen vier KI-Bilder ausgegeben, die deinen in der Skizze festgehaltenen Vorstellungen entsprechen. Das Logo ist genau auf das Unternehmen zugeschnitten und spiegelt deren Philosophie und Produkte wider.

Lsungsweg: Adobe Firefly – Privatperson/Unternehmen – kommerziell – beides – Zeichnung/Text/Designstil/Konzept/Intensitt der Merkmale des Referenzbildes – Erkennbarkeit (ja) – Reproduzierbarkeit (ja) – Individualitt und Gestaltungshhe (ja) – Ergebnis: du bist Urheber

Ausgangssituation 3:

Du warst auf der Suche nach einem neuen Hintergrundbild fr deinen Laptop und wolltest dir die lange Suche ersparen. Daher hast du einen KI-Bildgenerator verwendet, der jedoch keiner der Vorgegebenen ist. Der Bildgenerator ist so aufgebaut, dass er zufllige Textprompts generiert und du auswhlen kannst, welchen er verwenden soll. Anschlieend wird ein KI-Bild generiert. Das Bild gefllt dir so gut, dass du es gleich als neuen Hintergrund verwendet mchtest. Du willst wissen, ob du das Bild auch anderen fr einen kleinen Geldbetrag anderen zur Verfgung stellen kannst.

Lsungsweg: anderer vergleichbarer KI-Bildgenerator – eigene Eingaben (nein) – Ergebnis: ungeschtzt

Ausgangssituation 4:

Du bist Informatiker, der sich auch fr Kunst interessiert. Du hast einen KI-Bildgenerator entwickelt, den du mit den Werken von William Turner (1775  1851) trainiert hast, um ein neues Gemlde“ zu kreieren, das in Turners Stil gehalten ist. Der Bildgenerator bentigt keine weiteren Informationen von dir, um das KI-Bild zu erstellen. Mit dem Start des Bildgenerators wird immer ein neues Bild in Turners Stil erzeugt. Ein generiertes Bild soll auf einer Auktion versteigert werden. Du mchtest wissen, ob du Urheber an diesem KI-Bild bist.

Lsungsweg: Bildgenerator (nein) – alleiniger Entwickler und Benutzer (ja) – Reproduzierbarkeit (nein) – Ergebnis: ungeschtzt

Ausgangssituation 5:

Du hast ein KI-System entwickelt, das aus zwei Teilen besteht. Einen Teil hast du selbst programmiert und den anderen Teil hast du von einer Open-Source-Plattform genommen, auf der Hobby-Programmierer ihre Programmcodes teilen knnen. Dein KI-System braucht keine weiteren Informationen vom Benutzer, um ein Bild zu generieren. Auf der Open-Source-Plattform hat der Entwickler des Programmcodes geschrieben, dass er seiner KI schon Bilder von lustigen Katzenfotos zum Training gegeben hat. Du mchtest fr deinen KI-Bildgenerator aber lieber Katzen im Comicstil und hast das Open-Source-Programm mit Comickatzen umtrainiert. Nachdem du das Katzenprogramm in deinen KI-Bildgenerator eingebaut hast, lsst du dir automatisch vier Bilder von Katzen in lustigen Situationen generieren. Nachdem du so viel Zeit in die Entwicklung deiner KI investiert hast, mchtest du wissen, ob du auch die Rechte an deinen KI-Bildern besitzt.

Lsungsweg: Bildgenerator (nein) – alleiniger Entwickler und Benutzer (nein) – Entwickler – Fremdes Modell (ja) – fremdes Modell vortrainiert (ja) – umtrainiert (ja) – fremdes Modell gleiches Ziel entwickelt (nein) – mehrere Erzeugnisse (ja) – Entwickler selbst eingesetzt (ja) – Individualitt und Gestaltungshhe (nein) – Ergebnis: ungeschtzt

Ausgangssituation 6:

In deinem Verlag wurde eine Arbeitsgruppe gegrndet, die die Aufgabe hat, gemeinsam eine KI-Anwendung zu entwickeln, die Illustrationen fr Kinderbcher erstellen soll. Der Bildgenerator besteht aus zwei Teilen, die der Verlag nur als Gesamtsystem verwerten kann. Du bist auch dafr verantwortlich, dass die beiden Teile zu einem Gesamtsystem zusammengefhrt werden. Der Teil deiner Kollegen wurde bereits mit den ntigen Illustrationen vortrainiert, von denen der Verlag die Lizenzen erworben hat. Als du euer und das Modell deiner Kollegen miteinander kombiniert hast, wurden keine weiteren nderungen vorgenommen. Die Kommunikation innerhalb der Arbeitsgruppe war bei der Entwicklung des KI-Bildgenerators sehr entscheidend, um ein zufriedenstellendes Ergebnis zu erzielen. Anhand genauer Vorgaben seitens der Redaktion kannst du der KI die Anweisungen so geben, dass mehrere auf die Buchtexte angepasste und reproduzierbare KI-Bilder generiert werden, die die Fantasie der Kinder beim Betrachten anregen. Du mchtest nun wissen, ob der Verlag an den erstellten Bildern Urheberrechte besitzt und ggf. Lizenzen dafr verkaufen kann.

Lsungsweg: Bildgenerator (nein) – alleiniger Entwickler und Benutzer (nein) – Entwickler – fremdes Modell (ja) – fremdes Modell vortrainiert (ja) – umtrainiert (nein) – nderungen (nein) – mehrere Modelle kombiniert (ja) – fremdes Modell gleiches Ziel entwickelt (ja) – fremdes Modell einzeln verwertbar (nein) – Entwickler selbst eingesetzt (ja) – Individualitt und Gestaltungshhe (ja) – Ergebnis: Du bist Urheber + Miturheber

Ausgangssituation 7:

Du bist Hobbyprogrammierer und hast ein KI-Programm geschrieben, das du auf einer Open-Source-Seite verffentlicht hast. Deine KI generiert Bilder, die die von den Nutzern eingegebenen Fotos im Van Gogh-Stil darstellt. Du hast die Einstellungen so festgelegt, dass immer das KI-Bild ausgegeben wird, das den grten Blauanteil hat. Der Nutzer hat keine Auswahl zu treffen. Du mchtest wissen, ob du Urheberrechte an potenziellen KI-Bildern besitzt, die durch Benutzer deines Programms generiert werden.

Lsungsweg: Bildgenerator (nein) – alleiniger Entwickler und Benutzer (nein) – Entwickler – fremdes Modell (nein) – mehrere Erzeugnisse (nein) – Vorauswahl (ja) – Entwickler selbst eingesetzt (nein) – Ergebnis: ungeschtzt



Anhang 4: Fragebogen (User-Test)
Link zum Fragebogen: https://erhebung.de/zu/eA5tzGnu7/Fragebogen_User-Test_Bachelorarbeit
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Anhang 5: Ergebnisse Fragebogen (User-Test)
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User-Test

Handlungsanweisung:

Bitte lies dir die folgende Ausgangssituation genau durch und versetze dich in die Lage des
beschriebenen Nutzers. Du mochtest die Webanwendung Urheber identifAler verwenden, um die
Urheberschaft deines KI-generierten Bildes zu priifen. Alle notwendigen Informationen sind im Text
enthalten.

Ausgangssituation 1:

Du hast dir zum SpaB mit dem Bildgenerator .Midjourney” ein KI-Bild generieren lassen. Es gefallt
dir so gut, dass du es auf deinem offentlich zuganglichen Blog (mit dem du auch nebenbei Geld
verdienst) als Beitragsbild verwenden mochtest. Du willst wissen, ob du das Bild frei dafur benutzen
darfst, du Urheber bist oder du andere Einschrankungen beachten musst.

Fir die Erstellung deines Ki-Bildes hast du folgenden Prompt in Textform eingegeben: .Tulpe auf
Wiese mit Bergen”. Es werden di vier Bilder generiert, aus denen du eines ausgewahlt hast, um es
in deinem Blog zu verwenden. Das KI-Bild zeigt ein Foto einer gelben Tulpe auf einer Wiese. Im
Hintergrund st eine Bergkette zu sehen. Gibst du den Prompt erneut ein, dann werden dir nur
weitere Variationen deines Motivs vorgeschlagen.

Notizen:

Zum Fragebogen:
https://erhebung.de/zu/eAStzGnu7/Fragebogen User-Test Bachelorarbeit
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Auswertung

Nach einer griindlichen Uberprifung kénnen wir feststellen, dass
das Kl-generierte Bild nicht als eigenstandiges Werk eingestuft
werden kann und demnach keinen spezifischen Urheber besitzt.

Zwar hast du Text als auch Bildeigenschaften Adobe Firefly zur
Generierung des KI-Bildes bereitgestellt, die sich im Erzeugnis
widerspiegeln, doch erreicht es nicht die erforderliche
Gestaltungshche oder Individualitat, da deine personlichen
Vorstellungen, Gedanken und Gefiihle nicht deutlich zum Ausdruck
kommen. Es fehlt sowohl an einer tieferen Bedeutungsebene als
auch an inspirierenden Elementen.

Dir steht es frei, das KI-generierte Bild auch fiir kommerzielle
Zwecke zu verwenden.

Du hast keinen Anspruch auf eine Vergitung.

anderen ohne deine Erlaubnis verwendet werden konnte.

Adobe Firefly tibertragt dir alle Rechte und beansprucht keine m

Eigentumsrechte, dennoch behélt es sich vor, deine Bilder fur
technisch notwendige Zwecke zu verwenden.

Wichtige Hinweise:

1. Beachte, dass die Urheberrechte Dritter nicht verletzt werden. Sollten im Ki-
generierten Bild Elemente enthalten sein, die urheberrechtlich geschutzt sind,
benétigst du eine entsprechende Lizenz oder Erlaubnis.

. Diese Webanwendung ersetzt keine professionelle Rechtsberatung. Bei Fragen
zum Urheberrecht oder zur Nutzung deiner KI-generierten Bilder wende dich bitte
an einen Rechtsberater.

. Fur die urheberrechtliche Beurteilung deiner Ki-generierten Bilder ist eine
Einzelfallbetrachtung notwendig. Jedes Bild kann unterschiedliche rechtliche
Implikationen haben, daher ist eine individuelle Priifung erforderlich.

N

w
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Dein KI-Bild ist wahrscheinlich ungeschiitzt

Zusammenfassung der Fragen:

1) Hast du einen dieser KI-Anbieter zur Erstellung des generierten Bildes verwendet?
e  Antwort: Ja — Adobe Firefly

&

Hast du das KI-Bild als Privatperson oder fir ein Unternehmen erstellt?
e« Antwort: Privatperson

Fur welche Zwecke méchtest du das KI-Bild nutzen?
o Antwort: kommerziell

L

&

Hast du bestimmte Eigenschaften von Bildern oder sogar konkrete Inhalte wie Bilder, Texte
etc. selbst eingegeben, um das KI-Bild zu erstellen? Welcher Art waren deine Eingaben?
*  Antwort: beides

£

Welche Inhalte und Bildeigenschaften hast du dem Bildgenerator vorgegeben?
o Antwort: Text (Inhalt); Bildformat, Bildtyp (z.B. Foto), Farbe und Ton
(Bildeigenschaften)

]

Sind deine Eingaben und Vorgaben im erzeugten KI-Bild erkennbar bzw. kénnen sie mit
dem Erzeugnis in Zusammenhang gebracht werden?
o Antwort: Ja

Kann das KI-Bild durch ein Wiederholen der eingegebenen Parameter in den verwendeten
Bildgenerator reproduziert werden?
e Antwort: Ja

o}

-]

Spiegelt das erzeugte KI-Bild deine Vorstellungen, Gefuhle und Gedanken wider? UND
Wirkt das KI-Bild inspirierend bzw. hat es eine tiefere Bedeutungsebene, die durch dich
beeinflusst wird?

e Antwort: Nein

Seite 1von 2
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